Color Filter Arrays Based on Mutually Exclusive Blue Noise Patterns
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The ordered color filter arrays (CFA) used in single-sensor, color digital still cameras introduce distracting color artifacts. These artifacts are due to the phase-shifted, aliased signals introduced by the sparse sampling by the CFAs. This work reports the results of an investigation on the possibility of using random patterns as a CFA for single-sensor, digital still cameras. From a single blue noise mask pattern, three mutually exclusive, random CFAs are constructed representing the red, green, and blue color filters. An edge adaptive method, consisting of missing-pixel edge detection and boundary-sensitive interpolation is employed to reconstruct the entire image. Experiments have shown that the random CFA alleviates the problem of the low-frequency color banding associated with ordered arrays. This method also has the advantage of better preserving color-free, sharp neutral edges and results in less deviation-from-neutral on high-frequency, monochrome information.

1. INTRODUCTION

The emergence of affordable, digital still camera systems has focused attention on the quality of the hard copy images obtained from such cameras. Unlike conventional photographic camera systems, digital still cameras introduce artifacts associated with sampling. Due to cost considerations, most digital still cameras use a single CCD imaging sensor to record the scene [1–3]. The color is encoded by means of a color filter array (CFA). The resulting sparsely sampled images are used to form a complete image by employing sophisticated interpolation algorithms [4]. However, once aliasing is introduced, even...
sophisticated interpolation algorithms cannot compensate for the aliasing introduced by the sparse color sampling. Figure 1 shows the resulting image of a test target (consisting of vertical bars, horizontal bars, and checkerboards) taken with a digital still camera using a Bayer CFA, shown in Fig. 2. Note the low-frequency color banding. This banding is due to the combination of aliasing (where high-frequency information is recorded as low-frequency images) and the spatial phase shift between the color images recorded by the CFA. One of the major challenges of digital camera systems is to find cost-effective ways to eliminate the artifacts introduced by these regular CFAs.

2. INTERPOLATION

The images captured by a color filter array contain spatially multiplexed, sampled color images. These multiplexed images must be separated into three sparse (red, green, and blue) images, each of which requires an interpolation algorithm to create a continuous image. An example of this is shown in Fig. 3, where the Bayer CFA is used to encode the color. In this example the following two kernels were used to implement the interpolation[4]: for the green image,

\[
\begin{pmatrix}
0 & 0.25 & 0 \\
0.25 & 1.0 & 0.25 \\
0 & 0.25 & 0
\end{pmatrix}
\]

for the blue and red images,

\[
\begin{pmatrix}
0.25 & 0.5 & 0.25 \\
0.5 & 1.0 & 0.5 \\
0.25 & 0.5 & 0.25
\end{pmatrix}
\]

The simple black-and-white checkerboard pattern in Fig. 3 is separated into three sparsely sampled color images. The above interpolation kernels are used to form continuous images which are combined to form the final color image at the upper right. The edge patterns are typical of the Bayer CFA using these interpolation kernels. Other, more sophisticated interpolation algorithms can be used to improve the edge patterns, but they cannot eliminate the low-frequency color banding introduced by the sampling process [5, 6].

3. ALIASING

Aliasing takes place when an image (or signal) that contains high-frequency information is sampled under twice the Nyquist rate, \( f_N \) [7–9]. The Nyquist frequency is defined as one-half the sampling rate, \( f_S \). Any information associated with spatial frequencies beyond the Nyquist frequency will be aliased to lower frequencies. To better understand this consider the Fourier transform of a sampled image, as shown in Fig. 4. In this example the input spectrum is assumed to be Gaussian, as shown on the left. The signal is captured by a linear array of square pixels of dimension \( d = 0.01 \text{ mm} \) as shown at the bottom of the figure. The sampling rate is \( f_S = 1/d = 100 \) cycles per millimeter and the Nyquist frequency is \( f_N = 1/2d = 50 \) cycles per millimeter. The aliased spectrum is shown on the right. The infinite number of replicas (which are a direct result of the sampling) overlap to create a spectrum that is highly aliased. The final image (signal) is represented by the spectrum
between \(-f_N\) to \(+f_N\). A measure of the aliasing can be calculated by computing the power of nonaliased signal to that of the aliased signal within the frequency band defined by the lower and upper Nyquist frequencies \([10, 11]\). This will be covered in detail below.

To further understand the nature of aliasing consider Figs. 5 and 6. Figure 5 shows a sine wave of 10 cycles per millimeter and its spectrum. If this signal (image) is sampled at a rate of 16 times per millimeter \(f_S = 16\), the resulting signal and spectrum is shown in Fig. 6. Note that the aliased frequency, \(f_A\), is 6 cycles per millimeter. The general relationship between the observed aliased frequency and the original frequency, \(f_O\), is given by

\[
f_A = f_O \pm nf_S.
\]

where \(n (n = 1, 2, 3, \ldots)\) defines which of the infinite number of spectrum replicas will cause the aliased frequency to fall within the frequency band \(-f_N\) to \(+f_N\).

The aliasing defined by Figs. 5 and 6 can be seen in Fig. 1. The broad, low-frequency banding in both the vertical and horizontal directions are aliased images of the original, high-frequency bar patterns. The aliased images are due to the peaks in the spectrum of the second replica, falling within the spectral band \(-f_N\) to \(+f_N\).

One method of reducing the effect of aliasing is to use an optical prefilter \([12, 13]\). The optical prefilter reduces the high-frequency content of the image before it is sampled by the CCD image sensor. While this does reduce the occurrence of color artifacts due to aliasing, it significantly reduces the sharpness of the final image.

The potential for aliasing, \(PA\), for a given digital camera can be calculated \([10, 11]\). The actual amount of aliasing depends on the scene content. For example, the image of a uniform area will show no aliasing, the image of a face will show some aliasing in the fine detail of the hair, and the image of a picket fence will show extreme aliasing. Consider the general case of a one-dimensional CCD imaging array, as shown in Fig. 7. The imaging element (pixel) is a square area of edge \(d\) and the pixel centers are separated by a distance \(p\) (the pitch). Let \(\alpha = d/p\) be the ratio of the pixel edge to the pitch. The potential for aliasing is given by the ratio of the power of the aliased signal to that of the power of the nonaliased signal in the frequency range of \(-f_N\) to \(+f_N\):

\[
PA = |\text{Aliased power/Nonaliased power}|^{-f_N}^{-f_N}.
\]

If one assumes that the image spectrum is flat (no losses due to lens or optical preilters), then the amount of aliasing is solely defined by the physical layout of the CCD imaging array. For the case shown in Fig. 7 the value for \(PA\) is given by

\[
PA = \frac{\pi - \int_{-\alpha/2}^{\alpha/2} \sin^2(s)/s^2 \, ds}{\int_{-\alpha/2}^{\alpha/2} \sin^2(s)/s^2 \, ds}.
\]

Figure 8 shows a plot of \(PA\) versus \(\alpha\). For small values of \(\alpha\), that is small pixels relative to the pixel pitch, the aliasing will be very large, while as \(\alpha\) approaches unity the potential for aliasing approaches a value of \(PA = 0.32\). Digital still cameras on the market today use two types of CCD area arrays. The frame transfer cameras use all of the surface area and are best described by \(\alpha = 1\) while interline transfer CCD imaging arrays use only a fraction of the area for imaging and are best described by values for \(\alpha\) between 0.75 and 0.5. Thus, digital still cameras that use interline transfer CCD imaging arrays will introduce more color artifacts due to aliasing than those using frame transfer CCD imaging arrays. Figure 9
FIG. 1. Images from a digital still camera using a Bayer CFA. The image on the left was taken from 10 feet and the one on the right from 12 feet.

FIG. 2. Bayer (left) and SONY (right) color filter arrays.

FIG. 3. Interpolation scheme for a Bayer CFA.
FIG. 16. Three stochastic color filter arrays.

FIG. 17. Reconstructed images: (a) white noise CFA, (b) blue noise CFA.

FIG. 18. CFAs generated from blue noise mask: (a) BNM, (b) equal numbers of red, green, and blue sites, (c) twice as many green sites as red or blue sites.
FIG. 24. Gray ramp test: (a) original, (b) reconstructed from BNM CFA, (c) reconstructed from Bayer CFA.

FIG. 27. Reconstructed test images: (a) BNM CFA, (b) Bayer CFA.
FIG. 22. Reconstructed images: (a) equal numbers of red, green, and blue sites, (b) twice as many green sites as red or blue sites.

FIG. 28. Reconstructed test images: (a), (c) BNM CFA; (b), (d) Bayer CFA.
FIG. 4. A linear array, $d = 0.01$ mm samples a signal with a Gaussian spectrum. The resulting aliased spectrum shows the increased low-frequency signals due to the insufficient sampling rate.

FIG. 5. A continuous sine wave signal and its spectrum.

FIG. 6. The sine wave signal in Fig. 5 but sampled 16 times per millimeter and its spectrum. The aliased frequency is 6 cycles per millimeter compared to the actual value of 10 cycles per millimeter. The Nyquist frequency is 8 cycles per millimeter.

FIG. 7. A linear CCD imaging array.
FIG. 8. The potential for aliasing, $PA$, for linear CCD imaging arrays as a function of the ratio $\alpha = d/p$.

FIG. 9. The potential for aliasing is reduced when the input spectrum is not flat. Figure 10 shows the spectrum assumed for the plots above.

FIG. 10. The power of the aperture response and the image spectrum used to calculate the potential for aliasing in Fig. 9.
shows the potential for aliasing when a nonflat spectrum is assumed. Figure 10 shows the power of the Gaussian spectrum and the power associated with the square pixel aperture. If the frequency range of the image spectrum is further reduced, the potential for aliasing will get correspondingly smaller.

So far, it has been a one-dimensional potential for aliasing analysis. The equivalent two-dimensional analysis will predict even greater potential for aliasing as a function of $\alpha$. Furthermore, when a CFA is used to encode the color the values for $\alpha$ become smaller, thus introducing a greater potential for aliasing.

The above calculations do not take into consideration the impact of system resolution and magnification. As the number of elements (pixels) in an imaging array increases, the aliased information is reproduced at higher frequencies (in the print). If the aliased information lies beyond the eye’s effective low-pass filter range, no color artifacts will be seen [10, 11, 14]. If the image is enlarged, the aliased signals (and accompanying color artifacts) will be observed. The system response to aliased information is complex and is addressed in the literature [10, 11].

4. STOCHASTIC PATTERNS

The work in stochastic digital halftones provides the key to a solution to the problem of aliasing outlined above [15–18]. Conventional halftone patterns have very regular arrays. When these patterns are scanned (or imaged with a CCD-based camera) the regular pattern gives rise to aliased images. The simplest way to see this effect is to consider an image of a uniform gray patch that is rendered by a conventional digital halftone. The patch on the left in Fig. 11 is such a rendering for a 53% gray level. If this patch is imaged by a CCD array (assume a frame transfer device) that has lower resolution than the basic structure of the halftone pattern, the resulting image will contain a pattern of low-frequency patterns due to the aliasing. The image on the right is a simulation of when the pattern on the left is imaged with a CCD sensor that has pixels three times as large in the linear dimension as the basic pixel structure of the halftone.

![FIG. 11. On the left is a digital halftone rendering of a 53% gray level. The image on the right is a simulation of capturing the image on the left with a frame transfer type CCD camera with pixels that are three times the linear dimension of the basic halftone structure on the left.](image)
When one renders the 53% gray level by means of any one of a number of stochastic patterns and then images the results with the same CCD camera, the results are shown (as a simulation) in Fig. 12. While the CCD camera image is very different from the original, it does not have the periodic, low-frequency patterns that dominate the image in Fig. 11.

These results lead one to assume that the reverse should also be true. That is, if one were to capture an image with a random array, the resulting image would not show the aliasing of regular, high-frequency patterns in the original image. Consider the following one-dimensional example; refer to Figs. 13 and 14. A signal (image) array of 512 elements is constructed. The actual signal is a sine wave of some specified frequency. Two samplings of this array are made, one with a regular pattern of every other element (256 samples in all) and a random sampling along the array (with an average of 256 samples over many trials). The Fourier transform of the two sampled signals (without any interpolation) are then taken. In the case of Fig. 13 the signal frequency is low enough that no aliasing takes place (within the 512 possible samples). Note that the Fourier transform of both the regular and random samples produce a spectrum that clearly indicates a dominant frequency. The randomly sampled signal does show a buildup of some noise around the prime frequency and the peaks have less amplitude than that of the regularly sampled spectrum. Figure 14 shows the case for a highly aliased signal. The plot of the regularly sampled signal shows some sense of the aliased sine wave, while the randomly sampled signal does not. The Fourier transform of these two signals clearly indicates a strong aliased peak for the regularly sampled signal, while that of the randomly sampled signal shows a spectrum more typical of a noise pattern. Notice that the amplitude associated with the randomly sampled spectrum is considerably lower than that of the regularly sampled spectrum. Thus, the effect of the random sampling is to eliminate the aliased signal and replace it with a noise-like spectrum of lower amplitude.

The same concept can be extended to two-dimensional arrays. Figure 15 shows two such random patterns. The one on the left has 50% of the positions available for sampling while the one on the right has 65% of the sites available for sampling. Once the image has been formed through either of these stochastic sampling arrays, the missing points will have to be filled in by means of a sophisticated interpolation algorithm.
FIG. 13. Signal and spectrum of a sine wave sampled in a random and regular manner. The input signal is not aliased by the 512 element, linear imaging array.

FIG. 14. Signal and spectrum of a sine wave sampled in a random and regular manner. The input signal is highly aliased by the 512 element, linear imaging array.
In the above configurations the imaging sites that are “turned off” can be used to encode a different color. Thus, a spatial multiplexed, random color imaging array can be used to replace the more conventional CFA used in today’s digital still cameras. Figure 16 shows three examples of such arrays. These examples were generated by using a simple random number generator. The one on the left has roughly equal red, green, and blue imaging elements, while the one in the center has about 50% green imaging elements and 25% each red and blue imaging elements. The one on the right is a subtractive random CFA with equal numbers of cyan, magenta, and yellow imaging sites. Subtractive CFAs have the advantage of passing more light than red, green, and blue CFAs, but the required matrixing back to red, green, and blue signals introduces increased noise and color artifacts [19].

The method used to determine which stochastic CFA is best, the choice of interpolation algorithm, and a method to correlate observed quality with a quality metric are the subjects of the rest of this paper.

5. METHODS

As can be seen from the above discussions, the use of randomized patterns as a color filter array for a single-sensor color digital still camera eliminates the low-frequency banding (aliasing) artifacts associated with ordered color filter arrays and seems to be a plausible approach in our efforts in minimizing aliasing. The next step is to determine what kind of random pattern is best. An important factor in the decision making is that the filters generated from the random pattern for each color plane should sample the entire image space as regularly as possible in order to avoid losing too much information in any given area of the image.

5.1. Color Filter Array Generation

One obvious solution to the above question is to generate a white noise pattern and threshold it into three different color filter arrays. (See Fig. 16.) For example, if the random pattern has values ranging from 0 to 1, then all the pixels with value 0 to 0.33 can be the red sensors, all the pixels with value 0.33 to 0.66 can be the green sensors, and the rest can be
blue sensors. One drawback of using white noise patterns is that it has uneven clumps which result in very sparse sampling of the image in certain places of the image, and very dense sampling in others. This greatly degrades the quality of the final reconstructed image since in certain regions of the image not enough information is present for a reasonable estimate of the original image value. The details of the reconstruction process will be discussed shortly. See Fig. 17 for a comparison of a sample reconstructed image using a white noise pattern as color sensors and using blue noise patterns as color sensors. The blue noise CFA resulted in a superior reconstructed image, and the clumping is obvious in the reconstructed image using white noise as the basis for a CFA.

In addressing this clumping problem, we propose the use of blue noise masks (BNM) as the random pattern to be used to generate the color filters [17, 18, 20, 21]. Blue noise masks are dither patterns generally used in image halftoning and are designed to disperse similar values evenly throughout the pattern, therefore greatly reducing the clumping phenomenon associated with white noise patterns. This results in superior reconstructed images [15, Chap. 8]. To generate the three color filter arrays, one blue noise mask is multiply thresholded (with two thresholds) to obtain three mutually exclusive patterns. These patterns can then be used as the three-color filter arrays. A blue noise mask typically has values between 0 and 255; thus, all the pixel locations with BNM values between 0–T1 will be red sensors, all the locations with values between T1–T2 will be green sensors, and all the locations with values between T2–255 will be blue sensors. The thresholds can be varied to adjust the number of sensors for each color filter. See Fig. 18. T1 and T2 in Fig. 18b are selected to assign the same number of red, green, and blue color filters, while T1 and T2 in Fig. 18b are selected to favor green color filters. After passing the input image through the three color filter arrays, three separate images representing the red, green, and blue color planes are obtained. In each of the color planes, there are locations with known pixel values, corresponding to the locations where a sensor for that particular color is present. The other pixel locations are initially considered to have unknown values. It is the task of the reconstruction stage to fill in these empty locations and reproduce the input image.

5.2. Reconstruction from CFA Sampled Images

The advantage to using an ordered filter array is that the reconstruction phase is relatively simple. Prior knowledge about the locations of each color sensor and the periodicity in these locations facilitates the interpolation process [3, 4]. However, in the case of blue noise mask filter arrays, the random nature of the color filters makes accurate interpolation a more challenging task. A simple interpolation between the nearest available pixels tends to blur the sharp edges in the image and makes the reconstructed image unacceptably “soft.” Therefore, an adaptive interpolation scheme must be used that takes into consideration the edge information in the input image. We propose a reconstruction scheme which first performs a missing-pixel edge detection to obtain edge information about the input image, and then uses an adaptive interpolation process to reconstruct the original image. (See Fig. 19 for the flowchart of the algorithm.)

5.2.1. Missing-pixel edge detection. Traditionally, the Sobel operators are one method of edge detection on images where all pixel values are known. See Fig. 20a. However, in this case, where there are missing pixels at random locations, a 3 × 3 Sobel operator might not be able to capture any edge information due to the small filter size. Generally speaking, if the
above-mentioned thresholds $T_1$ and $T_2$ are selected to give the same number of sensors for each color filter, then approximately $1/3$ of the pixels in each color plane must have known pixel values. With a $3 \times 3$ Sobel filter, the probability that none of the three pixels on one side of the filter has a known pixel value is about 0.3 for the uniform case and about 0.125 for the case with 50% green sites. This will result in very inaccurate edge detection due to large amounts of missing data. To accommodate such problems, we extend the Sobel operator in an effort to reach more pixels with known pixel values. For vertical edge detection we use a $3 \times 5$ or $3 \times 7$ filter, and for horizontal edge detection we use a $5 \times 3$ or $7 \times 3$ filter, as shown in Figs. 20b, c. By having longer sides, we greatly increase the probability (to as high as 0.99) that at least one of the pixels on the long side will have a known pixel value. Since the known pixel locations are sparse, most likely, different numbers of pixels will contribute on either side of the filter. In order to compensate for such asymmetries, the sums from the positive and the negative sides are normalized by the number of contributing pixels on either side. Spurious edges due to uneven distribution of known pixels on both sides are thus avoided by this normalization process. The missing-pixel edge detection step again indicates the clear advantage of using blue noise patterns versus white noise patterns as color filters. If there is considerable clumping in the random color CFA, resulting in an extended region where there are no known pixel values, the edge detection will not yield

![Flowchart of reconstruction process.](image)

**FIG. 19.** Flowchart of reconstruction process.

![Edge detection filters: (a) traditional Sobel operator, (b) $3 \times 5$ and $5 \times 3$ edge detection filter, (c) $3 \times 7$ and $7 \times 3$ edge detection filter.](image)

**FIG. 20.** Edge detection filters: (a) traditional Sobel operator, (b) $3 \times 5$ and $5 \times 3$ edge detection filter, (c) $3 \times 7$ and $7 \times 3$ edge detection filter.
satisfactory results in that region. Since the BNM does not contain such clumps, it generally assures the proper performance of our edge detection algorithm.

Using the above-mentioned edge detection, we obtain separate horizontal and vertical edge maps of the input image for all three color planes. Since we are interested in just knowing whether or not there is an edge at a certain pixel, the edge map can be reduced to binary form without losing its purpose. Thus, we threshold the edge map obtained from the previous step to obtain our binary edge map. The threshold level should be selected so as to avoid as many false edges as possible, while at the same time including all real edges.

The thresholding process eliminates many of the false edges. However, since the edge detection is performed on only a fraction of the total number of pixels in the input image, there still will be some spurious false edges retained from thresholding. These spurious edges tend to be small isolated structures. Because our final reconstruction step depends heavily on the accuracy of the edge detection, we have devised a method to remove these spurious edges. The method that we employ in this case is morphological opening. Morphological opening will remove all structures smaller than a specified size. A larger size will cause more real edges to be removed, while a smaller size will not eliminate all false edges.

5.2.2. Edge-adaptive reconstruction. After obtaining the finalized edge maps for both horizontal and vertical directions for each of the three color planes, the final reconstruction step can be performed. The reconstruction process is identical for all three color channels, and it can be summarized as follows:

For all pixel locations with missing data:

If the pixel location is on both a horizontal and a vertical edge,

Find the nearest known pixel in a crosshair manner and replicate that pixel’s value.

Else, if the pixel location is on a horizontal edge only,

Find the nearest known pixel in the horizontal direction and replicate that pixel’s value.

Else, if the pixel location is on a vertical edge only,

Find the nearest known pixel in the vertical direction and replicate that pixel’s value.

Else, if the pixel location is not on any edges

Find all the known pixels in a neighborhood making sure that no edge pixels are included, and their average value is taken as the value for the missing pixel location.

See Fig. 21. The darkened pixel represents the unknown pixel to be reconstructed, and the numbers indicate the order in which the algorithm searches for a pixel to replicate to the missing pixel. As can be seen in the above algorithm, the reconstruction step depends heavily on the accuracy of the edge detection.

FIG. 21. Pixel replication scheme for different edge situations: (a) missing pixel is on both a horizontal and a vertical edge, (b) missing pixel is on vertical edge only, (c) missing pixel is on horizontal edge only.
6. EXPERIMENTS AND RESULTS

The above-mentioned techniques were tested on a variety of test images.

6.1. Experiments to Determine Thresholds

The first few experiments that were performed determined the number of color filter elements to be assigned to each color plane, the size of the edge detection window, the threshold level for the edge map, and the size of the morphological opening structure.

It was mentioned in the development of the Bayer CFA pattern that the eye is most sensitive to details in the green channel. That was the reason behind assigning 50% of the available color filters to the green channel in the Bayer pattern. We also took this approach and assigned 50% of the color filters to the green channel and 25% for each of the other two channels. It is obvious that for our missing-pixel edge detection, the more known pixels there are, the better the performance. Therefore, one great side effect to this assignment was that we obtained a highly reliable edge map from the green channel. If we assume that the edge map from the green channel is representative of all three color channels, then we can use only the edge detection results from the green channel in the reconstruction of all three color channels. Not only does this approach decrease the computation load, but it also offered more reliable edge maps which lead to better results in the reconstruction process. Figure 22 shows a comparison between using 50% green color filter, 25% red and 25% blue color filters, and using 33% for all three-color filters. An enlarged section of the final reconstructed image from both methods are shown. As can be seen, the reconstructed image using the 50%, 25%, 25% combination gave significantly better results.

As mentioned before, the missing-pixel edge detection needs larger windows in order to find accurate edges. Some of the window sizes that we tried are 3 × 5 and 3 × 7 for vertical edges and 5 × 3 and 7 × 3 for horizontal edges. Results show that even though the larger window gives slightly more accurate edge maps, the difference is visually minimal. This again demonstrates that the blue noise random color filters are evenly distributed so that, even in the smaller window size case, enough known pixels are found to obtain reasonable edge map results. See Fig. 23 for edge maps found by the 5 × 3 window and the 7 × 3 window.

Next, the edge map is converted from an 8-bit image to a binary one by thresholding the edge map in order to eliminate a majority of false edges. The threshold level tested ranged from 30 to 90 in 20 increments. A lower threshold will allow more random structures to be edges, while a higher threshold might eliminate some true edges. We found that a threshold level of 50 reaches a good compromise between false and missed real edges. Even though higher threshold levels, such as 70, also produced good results, we chose the level to be 50 because the lower threshold will preserve more real edges, and the additional morphological opening step can remove some more false edges not eliminated by the lower thresholding level. However, if we further lower the threshold to 30, enough false edges are retained such that even the opening process will not be able to remove them, causing inferior reconstruction results.

The morphological opening structure size also needs to be determined. Again there is a trade-off in the size selection process. A larger structure will remove more false edges, but at the cost of removing true, fine edges, and vice versa for smaller opening structures. Since edges are usually only one pixel wide, the opening structure only needs to be one-dimensional, but the length needs to be decided. Several different lengths were tested, but we found that a structuring element of length 10 gives the best performance.
6.2. Experiments Using Metrics

Once the above-mentioned parameters were experimentally determined, we compared the performance of the blue noise color array filter pattern to the Bayer CFA pattern using two different metrics. In the following experiments, unless it is specifically mentioned, the edge detection windows are $7 \times 3$ and $3 \times 7$ for horizontal and vertical edge detection, respectively; the threshold used is 50, and the opening structure is $1 \times 10$ and $10 \times 1$ for horizontal and vertical edges, respectively.

The first metric we used is the deviation from neutral [4]. It was found that in black and white (neutral) regions, spurious color artifacts are more objectionable to the human eye than artifacts that are also neutral in color. Therefore, the deviation-from-neutral metric can be used in monochrome regions to measure the performance of the color filter array. Deviation from neutral can be determined by transforming the RGB values for each pixel into a trilinear plot using the formulas:

\[
x = B \cos(30^\circ) - G \cos(30^\circ) \\
y = R - B \sin(30^\circ) - G \sin(30^\circ) \\
r = \sqrt{x^2 + y^2}.
\]

The first experimented image is a gray ramp. See Fig. 24. The color distribution map in the form of a trilinear plot for both the Bayer CFA pattern and blue noise random CFA pattern is shown in Fig. 25. In these plots, all neutral pixel values should fall on the origin of the plot. Therefore, the further the point wanders from the origin, the more colored the pixel values are. Furthermore, the average value for $r$ over all pixels can be calculated. A large value for the average $r$ signifies that more pixels did not maintain their neutrality during the filtering and reconstruction process. The gray ramp can be considered as a “litmus” test for color filters; if the reconstructed image can maintain the overall neutrality of the gray ramp, then the color filter pattern can be considered for further testing. As can be seen...
FIG. 25. Histograms of the trilinear plots of the data obtained from the gray ramps in Fig. 24. The neutral peak in the center of each plot represents the vast majority of the data while the nonneutral points represent (for the most part) the pixels on the edges of the gray ramp. The deviations from neutral for the blue noise CFA is more uniformly (randomly) distributed about the neutral point, while that of the Bayer CFA represents the more constrained colored edges produced by the Bayer CFA and subsequent interpolation.

from Fig. 24, both the Bayer CFA pattern and the blue noise random CFA pattern preserved the overall neutral appearance of the gray ramp. But in terms of our metric, the blue noise pattern performed better, mainly due to the fact that at the borders of the gray ramp the blue noise random pattern preserved the sharpness of the edges, while the Bayer pattern caused color banding.

The second set of experimented images are horizontal stripes, vertical stripes, and checkerboards of increasing frequency. The results in terms of average $r$ values versus frequency are shown in the Tables 1, 2, and 3 and also in Fig. 26. Three reconstructed images are compared: a reconstructed image using the Bayer CFA pattern, a reconstructed image using the BNM CFA and a $5 \times 3$, $3 \times 5$ edge detection window, and a reconstructed image using the BNM CFA and a $7 \times 3$, $3 \times 7$ edge detection window. As can be seen, in both the horizontal and vertical stripes case, the blue noise pattern performed much better. This is because the Bayer pattern will always cause low-frequency color banding in periodic structures, while the random nature of the blue noise pattern, in combination with edge-sensitive reconstruction, alleviates this problem. In the checkerboard patterns, the Bayer pattern fairs much better at high frequencies because the missing-pixel edge detection collapses at such high frequencies so that all pixels are determined to be edge pixels, and the reconstruction becomes highly inaccurate.

It is interesting to examine the reconstructed images of the highest frequency patch for all three patterns. See Fig. 27. The reconstructed images from using both the Bayer CFA pattern and the blue noise random CFA pattern show considerable artifacts; however, the nature of the artifacts are very different. In the Bayer case, the blue and orange color banding becomes

<table>
<thead>
<tr>
<th>TABLE 1</th>
<th>Average $r$ for Vertical Stripe Test Target</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Bayer</td>
<td>4.977</td>
</tr>
<tr>
<td>BNM5</td>
<td>0.768</td>
</tr>
<tr>
<td>BNM7</td>
<td>0.679</td>
</tr>
</tbody>
</table>

*Note. The heading for each column represents the number of line pairs per unit length in the test target.*
TABLE 2

Average \( r \) for Horizontal Stripe Test Target

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayer</td>
<td>4.581</td>
<td>7.449</td>
<td>12.042</td>
<td>32.516</td>
<td>41.485</td>
<td>83.952</td>
</tr>
<tr>
<td>BNM5</td>
<td>0.416</td>
<td>1.036</td>
<td>2.265</td>
<td>4.033</td>
<td>6.022</td>
<td>30.407</td>
</tr>
<tr>
<td>BNM7</td>
<td>0.331</td>
<td>0.920</td>
<td>2.222</td>
<td>3.637</td>
<td>5.388</td>
<td>29.162</td>
</tr>
</tbody>
</table>

highly visible in the horizontal and vertical stripe patterns, while in the blue noise case, the artifacts are random color bursts. It is difficult to argue which one is more preferable. In the checkerboard pattern, the blue noise pattern caused a totally random mosaic of colors in the resulting image, while the Bayer pattern caused a mostly neutral image, but with a totally different pattern from the checkerboard. Without systematic psychophysical testing, it is not possible to say which sampling and interpolation artifacts are more distracting.

The second metric we used to compare CFA performance is the human visual system (HVS) weighted mean squared error (MSE). This metric is used because it relates the quality of the appearance of test images to the human eye. HVS-MSE is calculated by first creating the eye function given by the formula shown below [14]. Then, the original input image, the image processed by Bayer CFA, and the image processed by the blue noise CFA are individually convolved with the eye function. Finally, standard MSEs are taken between the original and the two processed images,

\[
\text{Eye}(f) = A \left[ \alpha + \left( \frac{f}{f_0} \right) \right] \exp \left[ - \left( \frac{f}{f_0} \right)^\beta \right],
\]

where \( A \), \( \alpha \), \( \beta \), and \( f_0 \) are constants. For this experiment, \( A = 2.2 \), \( \alpha = 0.192 \), \( \beta = 1.1 \), \( f_0 = (0.114)^{-1} \), and \( f \) is scaled to represent a normal viewing distance of 10 inches.

See Fig. 28 for reconstructed images using Bayer CFA and blue noise CFA. In terms of the metric, in one case the Bayer pattern performed better, and in the other, the blue noise pattern performed better. See Tables 4 and 5. However, from these two test images, it is difficult to say which CFA sampling and reconstruction is preferred. For example, in the church test image, the sharpness in the Bayer pattern is compromised by the underlying color banding in the bricks.

7. DISCUSSION AND CONCLUSION

In order to eliminate the artifacts due to the phase-shifted, aliased signals introduced by the sparse sampling associated with traditional ordered color filter arrays, we investigated the possibility of using random patterns instead of traditional ordered patterns as a CFA for single-sensor, digital still cameras. It has been shown that by using color filter arrays

TABLE 3

Average \( r \) for Checkerboard Test Target

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNM5</td>
<td>0.693</td>
<td>3.184</td>
<td>12.874</td>
<td>42.165</td>
<td>73.721</td>
<td>164.216</td>
</tr>
<tr>
<td>BNM7</td>
<td>0.450</td>
<td>2.759</td>
<td>12.289</td>
<td>49.782</td>
<td>73.489</td>
<td>163.855</td>
</tr>
</tbody>
</table>
TABLE 4
Table of HVS-MSE for Different Color Filter Arrays on a Lady Test Image

<table>
<thead>
<tr>
<th>HVS-MSE</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayer</td>
<td>40.293</td>
</tr>
<tr>
<td>BNM7</td>
<td>35.342</td>
</tr>
</tbody>
</table>

TABLE 5
Table of HVS-MSE for Different Color Filter Arrays on a Church Test Image

<table>
<thead>
<tr>
<th>HVS-MSE</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayer</td>
<td>28.907</td>
</tr>
<tr>
<td>BNM7</td>
<td>40.799</td>
</tr>
</tbody>
</table>

FIG. 26. Plot of average r versus frequency for different test patterns: (a) vertical stripes, (b) horizontal stripes, (c) checkerboards.
constructed from mutually exclusive blue noise patterns, we were able to eliminate the color banding artifacts associated with ordered filter arrays on images containing high-frequency periodic information. However, the reconstruction process is heavily dependent on the accuracy of the edge detection. Since the edge detection is performed on incomplete pixel information, and the parameters associated with the thresholding and morphological opening are decided heuristically, most of the artifacts occur at the boundaries inside the image. If there is an image with highly irregular edge characteristics, then these parameters might have to be adjusted to obtain satisfactory results. One possible future research area is to devise a method which automatically adjusts these parameters, based on the statistics of the input image, and chooses the most suitable ones for each input image. Additionally, the edge detection and interpolation algorithms could be improved by examining data from the color planes jointly, as opposed to separately. However, this would also add to the complexity of the reconstruction.
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