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Abstract—We introduce a novel 2-D sonoelastographic technique for estimating local shear velocities from propagating shear wave interference patterns (termed crawling waves) in this paper. A relationship between the local crawling wave spatial phase derivatives and local shear wave velocity is derived, with phase derivatives estimated using a 2-D autocorrelation technique. Comparisons were made between the 2-D sonoelastographic shear velocity estimation technique and its computationally simpler 1-D precursor. In general, the 2-D sonoelastographic shear velocity estimator outperformed the 1-D– based technique in terms of accuracy and estimator noise minimization. For both approaches, increasing the estimator kernel size reduces noise levels but lowers spatial resolution. Homogeneous elastic phantom results demonstrate the ability of sonoelastographic shear velocity imaging to quantify the true underlying shear velocity distributions as verified using time-of-flight measurements. Results also indicate that increasing the estimator kernel size increases the transition zone length about boundaries in heterogeneous elastic mediums and may complicate accurate quantification of smaller elastically contrasting lesions. Furthermore, analysis of contrast-to-noise ratio (CNR) values for sonoelastograms obtained in heterogeneous elastic phantoms reveal that the 2-D sonoelastographic shear velocity estimation technique outperforms the 1-D version for a given kernel size in terms of image noise minimization and contrast enhancement. Experimental results from an embedded porcine liver specimen with a radiofrequency ablation (RFA) lesion demonstrates that the 2-D sonoelastographic shear velocity imaging was shown to be a promising new approach to characterizing the shear velocity distribution of elastic materials. (E-mail: hoyt@ece.rochester.edu) © 2008 World Federation for Ultrasound in Medicine & Biology.

Key Words: Crawling waves, Elasticity imaging, Shear velocity estimation, Shear wave interference patterns, Sonoelastography.

INTRODUCTION

Palpation is a routine physical examination whereby physicians qualitatively assess the elastic properties of soft tissue. During palpation, stiff masses that are discrete and differ from the surrounding tissue are considered suspicious for malignancy. Although these discrete masses may dislocate or feel fixed within the tissue, subtle findings are much more difficult to interpret. Specifically, in many tumor cases, despite the difference in stiffness, the small size of a pathological lesion or its deep location impedes detection and evaluation by palpation. In addition, lesions may or may not exhibit physical properties that allow detection using conventional medical imaging modalities such as computed tomography, magnetic resonance or ultrasound.

For more than two decades, the development of ultrasound-based imaging techniques for depicting the elastic properties of biological tissues has been the focal point of an international research endeavor (Gao et al. 1996; Ophir et al. 1999; Greenleaf et al. 2003). The universal goal of these initiatives revolves around mapping some tissue mechanical property in an anatomically meaningful manner to describe valuable clinical information. Because changes in tissue stiffness are typically indicative of an abnormal pathological process (Anderson and Kissane 1977), imaging parameters related to tissue elasticity may finally provide a reliable gateway for differentiating normal from abnormal tissues.

Vibrational sonoelastography is a tissue elasticity imaging technique that estimates the amplitude response
of tissues under harmonic mechanical excitation using ultrasonic Doppler techniques (Lerner et al. 1988). Because of a mathematical relationship between particle vibrational response and received Doppler spectral variance (Huang et al. 1990), low-frequency (50–500 Hz) and low-amplitude (20–100 µm) shear waves propagating in tissue can be visualized using sonoelastography to detect regions of abnormal stiffness (Parker et al. 1998).

Recently, it was shown that interfering shear waves produce slowly propagating interference patterns with an apparent velocity much less than (but proportional to) the underlying true shear velocity (Wu et al. 2004). Termed crawling waves, they are generated using a pair of mechanical sources vibrating at slightly offset frequencies or by continuously phase shifting one of the source excitation signals. The resultant shear wave interference patterns can be visualized in real-time using sonoelastographic imaging techniques. In general, crawling wave images describe shear wave propagation patterns and allow local estimation of shear velocity distributions (Wu et al. 2006; McLaughlin et al. 2006; Hoyt et al. 2006). Assuming that the local shear velocity values are proportional to the square root of the shear modulus, spatial mapping of either parameter allows production of quantitative tissue elasticity images.

A real-time sonoelastographic technique for estimating local shear velocities from crawling wave images was introduced by Hoyt et al. (2006). Specifically, a relationship between crawling wave phase derivatives and local shear wave velocity was derived, with phase derivatives estimated using an autocorrelation-based technique. However, this method computes local shear velocities using a 1-D kernel and estimator and is conducted independent of shear wave displacement data in neighboring depth regions. Despite promising initial results using this shear velocity imaging technique, a more accurate and robust estimator may be realized by utilizing a 2-D shear velocity estimation algorithm. In this paper, a 2-D sonoelastographic shear velocity imaging technique is introduced. Performance of this novel tissue elasticity imaging modality is compared in simulation and experiments to results obtained using its 1-D precursor, followed by a conclusion.

THEORY

Elastic properties of soft tissue

We begin by considering the wave motion equation for a linear and isotropic medium in terms of the displacements as:

\[ \frac{E}{2(1 + v)} \nabla^2 \mathbf{u} + \frac{E}{2(1 + v)(1 - 2v)} \nabla \cdot \mathbf{u} = \rho \frac{\partial^2 \mathbf{u}}{\partial t^2}, \]  

(1)

where \( E \), \( v \), \( \rho \), \( \pi \) and \( t \) are the Young’s modulus, Poisson’s ratio, mass density, displacement vector and time variable, respectively. As described by Landau and Lifshitz (1986), eqn (1) can be decomposed into two decoupled motion equations: one governing longitudinal wave motion and the other governing shear wave motion. In a homogeneous medium, the shear wave component is described by the following wave equation:

\[ \nabla^2 \mathbf{u}_s - \frac{1}{v_s^2} \frac{\partial^2 \mathbf{u}_s}{\partial t^2} = 0, \]  

(2)

where \( \mathbf{u}_s \) is the shear displacement vector and \( v_s \) denotes the shear wave velocity expressed as:

\[ v_s = \sqrt{\frac{E}{2\rho(1 + v)}}, \]  

(3)

Furthermore, if we consider propagating shear waves in soft tissue (i.e., a nearly incompressible medium) then eqn (3) can be further simplified to:

\[ v_s = \sqrt{\frac{E}{3\rho}} = \sqrt{\frac{G}{\rho}}, \]  

(4)

which relates the shear wave velocity to the shear modulus \( G \) and mass density of a homogeneous tissue sample.

Sonoelastographic imaging

In conventional sonoelastographic imaging, low-frequency mechanical vibrations are used to noninvasively excite shear waves in tissue. Given the tissue vibrational response from propagating shear waves, elasticity information can be estimated in depth using ultrasonic Doppler techniques. The Doppler shift of an ultrasonic wave scattered from a spatially oscillating object (tissue volume) is given by a Fourier-Bessel series of equally spaced harmonics above and below the Doppler carrier frequency (Huang et al. 1990). It has been demonstrated that the vibrational amplitude of tissue scatterers in sinusoidal motion predictably alters the power spectrum of an insinifying ultrasound beam. Specifically, a linear relationship exists between the vibrational amplitude and standard deviation of the backscattered power spectrum (Huang et al. 1990) and constitutes the governing principle behind sonoelastographic imaging. A modified pulsed Doppler ultrasound system allows imaging in real-time to reflect changes in deep-tissue stiffness (Parker et al. 1998). In practice, when a region of tissue contains a stiff focal lesion or mass, a local decrease in peak vibrational amplitude results. See Taylor et al. (2000) for a description of the Doppler signal processing techniques utilized in real-time sonoelastographic imaging.
Moving shear wave interference patterns

As introduced by Wu et al. (2004), shear wave interference patterns can be generated by two coherent monochromatic mechanical sources and imaged using sonoelastography. Moreover, if the two sources vibrate at slightly offset frequencies \( f_s \) and \( f_s + \Delta f_s \), respectively, then the interference patterns move at an apparent velocity equal to \( \Delta f_s / 2f_s v_s \). These moving shear wave interference patterns have been termed crawling waves. In practice, the frequency difference \( \Delta f_s \) is normally chosen to be in the range of \( f_s / 100 \) to \( f_s / 250 \). Using a higher frequency offset can introduce a beat frequency that may compromise imaging results. Owing to the properties of these interfering shear waves, the spacing between the pattern bands equals half of the shear wavelength. Hence, analysis of the local shear wave interference patterns (or crawling wave image frame) allows estimation of the governing shear velocity distribution.

One-dimensional shear velocity estimation

As shown by Hoyt et al. (2006), shear wave interference displacement fields \( u(m, n) \), excited using a pair of monochromatic mechanical sources, can be expressed as standing wave patterns:

\[
u(m, n) = 2A^2 \exp(-\alpha D)[\cosh(2\alpha nT_s) + \cos(2k nT_s + \Delta k nT_s)].
\]

where \( m \) and \( n \) are integer values denoting row and column matrix indices (i.e., spatial coordinates), respectively, \( A \) is the excitation source amplitude, \( \alpha \) is the shear wave attenuation coefficient, \( D \) is the excitation source separation distance, \( T_s \) denotes the spatial sampling interval along the \( n \)-axis (i.e., shear wave propagation axis or lateral direction) and \( k \) and \( \Delta k \) denote the shear wave number and difference, respectively. Note that eqn (5) assumes that the shear wave displacement data is parallel to a line of sight connecting the vibration sources. Moreover, eqn (5) assumes plane wave conditions and can be realized in practice by imaging in the far field of the shear wave sources (Wu et al. 2006). For discrete shear wave displacement data, the analytic signal \( \hat{u}(m, n) \) of \( u(m, n) \) is defined as:

\[
\hat{u}(m, n) = u(m, n) - j\hat{a}(m, n),
\]

where \( \hat{a}(m, n) \) denotes the discrete 1-D Hilbert transform of \( u(m, n) \) along the \( n \)-axis:

\[
\hat{a}(m, n) = \frac{-1}{m_m} u(m, n).
\]

The shear velocity in 1-D space can be estimated by evaluating the phase of the 1-D autocorrelation function \( \hat{\gamma}(n') \) of the analytic signal \( \hat{u}(m, n) \):
The tissue property is approximately homogeneous and the local shear wave interference patterns can be approximated as plane waves. Because eqn (16) produces a local shear velocity estimate, 2-D spatial distributions are obtained by one-sample shifting the kernel throughout the shear wave displacement field.

SIMULATIONS

Methods

To evaluate shear velocity estimation techniques, sonoelastographic simulation programs were implemented using MATLAB 7.0 (Mathworks, Inc., Natick, MA, USA). The first model assumes plane wave conditions and that the instantaneous shear wave interference patterns (i.e., shear wave displacement vector) propagating in a locally homogeneous and isotropic medium can be described by eqn (5). The shear wave signal-to-noise ratio (SNR) was implemented by superimposing 25 dB of Gaussian noise onto the simulated shear wave displacement field. For all simulated data, the effects of shear wave reflection (for two-phase mediums) and attenuation have been omitted, i.e., $\alpha$ is set to zero in eqn (5). Because shear velocity estimation algorithms require complex datasets, analytic images were produced from the real-valued shear wave displacement fields using a computationally efficient fast Fourier transform (FFT) method described by Marple (1999). Subsequently, local 1-D and 2-D shear velocity estimates were computed using eqns (9) and (16), respectively, with shear velocity sonoelastograms generated using techniques described previously in the Theory section.

Heterogeneous tissues can cause propagating shear waves to diffract and deviate from plane wave conditions. To assess shear velocity estimators exposed to these wave conditions, a crawling wave image (excited using a vibration frequency of 200 Hz) was simulated with 25 dB of additive Gaussian noise superimposed to mimic a spherically diverging interference pattern. Simulated crawling wave images were premised on eqn (5) but were implemented to allow for wavefront spreading. Specifically, these displacement images were generated by incrementally rotating the lateral displacement vector (described by eqn (5)) about the central image depth axis and throughout the image plane. Note that along these displacement vectors, the local shear velocity is 2 m/s and is equal to the product of the vibration frequency and twice the spatial wavelength. For this dataset, shear velocity estimates were calculated using the following configurations: 1-D data kernel and 1-D estimator described by eqn (9), 2-D data kernel and 1-D estimator described by eqn (12) and 2-D data kernel and 2-D estimator described by eqn (16). Default parameters for all simulations are listed in Table 1 unless otherwise stated.
Results

Sonoelastographic crawling wave image frames (i.e., shear wave interference patterns) were simulated representing perfect plane shear waves propagating through a two-phase medium separated by a sharp boundary (Fig. 2). The simulated shear velocities for this medium were 2 and 4 m/s, corresponding to relatively soft and hard materials, respectively. Note that because of the intrinsic properties of interfering shear waves, the spacing between pattern bands equals half of the shear wavelength. More specifically, the apparent wavelengths for this two-phase medium are 5 and 10 mm, respectively, given an excitation source frequency of 200 Hz and the shear velocities indicated.

Derived from the crawling wave image depicted in Fig. 2, shear velocity sonoelastograms illustrated in Fig. 3 were generated using the 1-D and 2-D processing techniques and spatial kernels of varying size. In the presence of noise, it is evident that the 2-D shear velocity estimator outperforms the 1-D–based estimation technique. It is important to note that because the simulated crawling wave images reflect plane wave conditions, the reduction in estimator variance using the 2-D sonoelastographic shear velocity estimation technique is the result of utilizing a 2-D kernel and not that of estimating the local shear velocity as a vector quantity. Because local shear velocity estimates correspond to the mean value within a given spatial kernel, extending the kernel dimension effectively decreases estimator variability by incorporating more shear wave information into the estimation process. However, as profile plots taken across the shear velocity sonoelastograms indicate, larger kernel sizes increase the transition zone between the two phases. As inferred from the profile plots in Fig. 3, the transition zone length is approximately equal to the size of the estimator kernel in that dimension. Thus, a fundamental tradeoff is introduced: increasing the kernel size to minimize estimator variance decreases the spatial resolution and increases transition zone length between the two contrasting mediums. Note that for the spatial sampling intervals used, transverse kernel sizes of 8, 12 and 16 samples corresponds to 3.2, 4.8 and 6.4 mm, respectively.

A simulated (noisy) crawling wave image with a spherically diverging wavefront and matched shear velocity sonoelastograms generated using 1-D and 2-D shear velocity estimation techniques are depicted in Fig. 4. Although the 1-D shear velocity estimation technique applied to either 1-D or 2-D data kernels fails to precisely describe the true underlying shear velocity throughout the image plane, the 2-D estimator produces a uniform and accurate shear velocity distribution. When processing nonplanar (or distorted waveform) crawling wave images, shear velocity sonoelastographic imaging using a 2-D estimator outperforms the 1-D–based techniques because of the vector-based computational approach. Using a 1-D kernel, the apparent local wavelength (in the lateral direction) may appear longer on a nonplanar shear wave field, resulting in an elevated local shear velocity estimate as shown in Fig. 4. Although using a 1-D estimator coupled with 2-D kernels yields a shear velocity distribution with lower levels of image noise (because of averaging over the axial kernel dimension), this approach still produces erroneous results. However, a 2-D kernel compounded with 2-D sonoelastographic shear velocity (vector) estimation allows for accurate description of the true shear velocity distribution.

EXPERIMENTS

Methods

Crawling wave datasets were collected from two homogeneous elasticity phantoms with differing shear moduli. The true shear velocities in these phantoms were determined using shear wave time-of-flight measurements. Shear velocity sonoelastograms were generated using the local 1-D and 2-D shear velocity estimation techniques described in the Theory section. From sequences of shear velocity sonoelastograms equating to

---

Table 1. Default values used for simulation studies

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vibration source separation (D)</td>
<td>40 mm</td>
</tr>
<tr>
<td>Vibration frequency (f)</td>
<td>200 Hz</td>
</tr>
<tr>
<td>Lateral spatial sampling interval (Tₙ)</td>
<td>0.4 mm</td>
</tr>
<tr>
<td>Axial spatial sampling interval (Tₘ)</td>
<td>0.15 mm</td>
</tr>
<tr>
<td>Quantization levels (Qᵥᵥ)</td>
<td>256</td>
</tr>
<tr>
<td>Signal-to-noise ratio (SNR)</td>
<td>25 dB</td>
</tr>
</tbody>
</table>

---

Fig. 2. Simulated crawling wave image excited using a shear wave vibration frequency of 200 Hz. Sonoelastogram corresponds to a two-phase medium with 25 dB of Gaussian noise superimposed. The shear velocities for this medium were 2 and 4 m/s, left and right of the 20-mm-width division, respectively.
one full cycle of shear wave motion (deduced from the underlying crawling wave sequence), shear velocity statistics were computed and compared with physical measurements (i.e., ground truth values) for assessing estimator accuracy. A detailed description of the experimental setup used to collect the sonoelastographic data reinroduced in this paper can be found in Hoyt et al. (2006).

To assess lesion detection and contrast using shear velocity sonoelastographic imaging, heterogeneous elasticity phantoms were constructed using a two-step process. The first step involved production of stiff spherical inclusions and the second step entailed embedding these inclusions in otherwise soft homogeneous backgrounds. Regarding the inclusion fabrication protocol, a combination of 107.5 g/L of gelatin powder (300 Bloom Pork Gelatin, Gelatin Innovations Inc., Schiller Park, IL, USA), 0.75 g/L of graphite powder (Catalog No. G67-500, Fisher Scientific, Fair Lawn, NJ, USA) and 1.0 g/L of an antibacterial agent (Germall Plus, Chemical Marketing Concepts, New Milford, CT, USA) were mixed slowly into 0.5 L of distilled water. A homogeneous gel was produced by raising the temperature of the solution to 45° C in a constant temperature water bath (Hall et al. 1997). The mixture was then allowed to cool to 30° C (near the congealing point) before pouring into custom-made 5- and 10-mm spherical inclusion molds. Molds were subsequently stored in a cold room (5° C) for 24 hours to ensure that the gel inclusions congealed. Once congealed, each inclusion was threaded with a 0.125-mm-diameter pliable metal rod and suspended into the individual phantom containers (13 × 13 × 8 cm) at the desired depth. Subsequently, the background material for the heterogeneous phantoms was fabricated using the same protocol as described before, but using the following components: 50 g/L of gelatin powder, 0.75 g/L of graphite powder, 1 g/L of antibacterial agent and 2.0 L of distilled water. Once the background gel cooled to 30° C, the solution was poured into the phantom containers and placed in a cold room for 24 hours for congealing. Once solidified, the metal roads were removed from the phantom materials before scanning.

To demonstrate the potential for sonoelastographic shear velocity imaging in tissue, a fresh porcine liver was obtained after slaughter and stored in saline solution. Subsequently, a localized thermal lesion was created in the liver specimen using radiofrequency ablation (RFA) (Curley 2001). Specifically, an RF needle electrode

![Fig. 3. Shear velocity sonoelastograms for a two-phase medium derived from a simulated crawling wave image. Shear velocity sonoelastograms (units of m/s) were produced using kernel sizes of (a) [1,8], [1,12] and [1,16] samples and (b) [8,8], [12,12] and [16,16] samples, top to bottom, respectively. Cross-sectional plot profiles taken at a depth of 20 mm are shown in (c) and indicate the transition zone length between the two regions.](image-url)
(LeVeen Needle Electrode, Boston Scientific, Natick, MA, USA) was inserted into the liver specimen under ultrasound guidance to the desired location and then the hooked-shaped electrode arms (or tines) were deployed into the tissue. The needle electrode was then connected to an RF generator (RF 3000 Radiofrequency Ablation System, Boston Scientific) and grounding pads attached to the tissue specimen at a location remote to the ablation site. Application of RF energy induced coagulation necrosis and formation of a stiff lesion centered at the needle tip. After the RFA procedure, the liver specimen was embedded in a gelatin-based mold to facilitate sonoelastographic imaging. The tissue specimen was suspended in a gelatin mixture using the same protocol as described previously for inclusion phantom fabrication, but using the following components: 69 g/L of gelatin powder, 1.5 g/L of graphite powder, 9 g/L sodium chloride (Catalog No. VW6430-5, VWR International, West Chester, PA, USA) and 2.0 L of distilled water. After sonoelastographic imaging, gross pathology was obtained for the liver specimen and photographed. Finally, the RFA lesion was dissected and a fluid displacement technique was used to determine lesion volume.

Two vibration sources (Model 2706, Brüel & Kjaer, Naerum, Denmark) were fitted with surface-abraded extensions having an effective contact region of 80 × 10 mm. These extensions were placed in contact with opposing lateral boundaries of the respective scanning materials with the long axis (and induced shear vibration) parallel to, and in line with, the desired image plane (governed by transducer positioning). A two-channel signal generator (Model AFG320, Tektronix, Beaverton, OR, USA) produced two monochrome low-frequency signals that were passed through power amplifiers (Model 2706, Brüel & Kjaer) before being input to the vibration sources. Phase shifting one of the vibration excitation signals allowed spatial translation of shear wave interference patterns across the image plane. This approach is analogous to implementing a frequency offset between the two excitation signals but establishes a pseudo-triggering functionality for controlling shear wave interference motion and data acquisition.

For all experiments, a LOGIQ 9 ultrasound scanner (General Electric Medical Systems, Milwaukee, WI, USA) modified for sonoelastographic imaging was used with a M12L linear array probe (5–13 MHz bandwidth).
for real-time visualization of crawling wave sonoelastograms. The frame rate for the sonoelastographic system is typically greater than 12 frames per second and dependent on the user-defined scanning field-of-view. This unit allows access to the unprocessed demodulated data-sets (i.e., in-phase and quadrature signals) that were stored and transferred to an external computer for processing shear velocity sonoelastograms. For the embedded liver specimen, scanning was performed using a 3-D protocol. Using this approach, crawling wave sonoelastograms were obtained at 1.0-mm spacing by mounting the probe on a motorized track (Velmex, Bloomfield, NY, USA). Complete lesion coverage permits volume reconstructions from the 2-D shear velocity sonoelastograms.

Sonoelastographic shear velocity imaging was further assessed in both the inclusion phantoms and embedded tissue specimen using the experimental setups described previously. Sequences of eight crawling wave sonoelastograms were obtained (or one full cycle of shear wave motion), and matched shear velocity images were generated and averaged. For all results presented, spatial filtering of crawling wave images was performed before shear velocity sonoelastogram processing. Derived from the inclusion phantom-based images, the sonoelastogram contrast-to-noise ratio (CNR) was quantified as follows:

$$\text{CNR} = \frac{\mu_I - \mu_B}{\sigma_B}$$

where $\mu$ and $\sigma$ denote mean and standard deviation of shear velocity estimates, respectively, and the subscripts $I$ and $B$ indicate homogenous image regions of the inclusion and background, respectively. The computed contrast values were obtained from rectangular phantom regions as illustrated in Fig. 5. For liver tissue experiments, a 3-D lesion (i.e., volume) was segmented using a semiautomatic technique (Castaneda et al. 2007) from the series of shear velocity sonoelastograms.

**Results**

The results shown in Fig. 6 illustrate representative crawling wave and shear velocity sonoelastograms (processed using both 1-D and 2-D shear velocity estimation techniques) for the relatively soft and hard homogeneous elasticity phantoms. For a given vibration frequency, crawling wave sonoelastograms from the softer elasticity phantom exhibit higher spatial frequencies than that observed from the harder elasticity phantom, thus indicating a lower true shear velocity distribution as supported by the shear velocity imaging results. Shear velocity statistics were computed from these imaging results and compared with measured true shear velocities (Fig. 7).

As these plots summarize, shear velocity sonoelastograms describe accurately the true shear velocity distributions across a broad range of vibration frequencies. Because the gelatin-based phantoms exhibit elastic behavior (i.e., no viscous effects), shear velocity estimates are independent of the applied shear wave frequency and governed by eqn (4). However, for the harder elasticity phantom vibrated at lower frequencies (<250 Hz), imaging results overestimate the true shear velocity measurements. This degradation in accuracy is attributed to spatial shear wavelengths being considerably larger than the estimator kernel size. In general, 1-D and 2-D sonoelastographic shear velocity imaging techniques yield comparable results in homogeneous phantoms (for a given kernel size), with the latter exhibiting lower levels of estimator noise.

Experimental sonoelastographic results were obtained from heterogeneous elasticity phantoms containing either a 5- or 10-mm stiff isoechoic spherical inclusion (Fig. 8). Shear wave propagation was induced using a vibration frequency of 200 Hz and, subsequently, shear velocity sonoelastograms were processed using spatial kernels of varying size and using the 1-D and 2-D shear velocity estimation techniques (Figs. 9 and 10, respectively). Inspection of Fig. 8 shows that shear wave interference patterns exhibit decreases in spatial frequency local to the inclusion, owing to an elevated shear velocity. As results demonstrate, employing larger kernel sizes produces shear velocity sonoelastograms with lower lev-
els of image noise. Specifically, the corresponding CNR values for the sonoelastograms depicted in Figs. 9 and 10 are listed in Table 2, which reveals that the 2-D sonoelastographic shear velocity estimation technique outperforms the 1-D version for a given kernel size in terms of image noise minimization and contrast enhancement. However, because local shear velocity values are the
mean value estimates for a given kernel of shear wave displacement data, utilizing kernel sizes comparable to lesion size implies that a majority of spatial information may be obtained from the softer background material and, thus, lead to an underestimation of the true shear velocity in the stiffer inclusion (and vice versa for a relatively softer inclusion). In addition, comparing 1-D and 2-D–based shear velocity sonoelastograms in Figs. 9 and 10, respectively, reveals lateral streak artifacts in the former, which are attributed to the 1-D nature of the estimation process and the failure to incorporate crawling wave information from neighboring depth locations. Cross-sectional profile plots depicted in Fig. 11 further indicate that larger kernel sizes produce larger transition zone lengths about the background/inclusion boundary, with the overall transition zone length approximately equal to the size of the estimator kernel. Therefore, a fundamental tradeoff exists between transition zone length and shear velocity estimator kernel size.

Experimental sonoelastographic results from an embedded porcine liver specimen with RFA-induced lesion are shown in Fig. 12. Shear wave interference patterns were excited using a vibration frequency of 60 Hz, and shear velocity sonoelastograms were processed using both the 1-D and 2-D estimation techniques. Although no discernible lesion is evident in the B-mode ultrasound image, shear velocity sonoelastograms reveal a focal lesion in the image plane characterized by an elevated shear velocity distribution. Specifically, shear velocity estimates were approximately 2.2 and 3.0 m/s for the

![Fig. 9. Experimental shear velocity sonoelastographic results from a heterogeneous phantom with a 5-mm stiff cylindrical inclusion excited using a shear wave vibration frequency of 200 Hz. Shear velocity sonoelastograms (units of m/s) were produced using kernel sizes of (a) [1,8], [1,12] and [1,16] samples and (b) [8,8], [12,12] and [16,16] samples, top to bottom, respectively.](image1)

![Fig. 10. Experimental shear velocity sonoelastographic results from a heterogeneous phantom with a 10-mm stiff cylindrical inclusion excited using a shear wave vibration frequency of 200 Hz. Shear velocity sonoelastograms (units of m/s) were produced using kernel sizes of (a) [1,8], [1,12] and [1,16] samples and (b) [8,8], [12,12] and [16,16] samples, top to bottom, respectively.](image2)
normal liver and RFA lesion, respectively, which is in agreement with those values presented by Taylor et al. (2001). Furthermore, inspection of 1-D and 2-D–based shear velocity sonoelastograms reveals less image noise artifacts and a more consistent lesion boundary for the latter when compared with the gross pathology photograph (albeit with possible misregistration between image planes), which is a significant property for any potential clinical application. Volume measurements of the RFA lesion obtained from shear velocity sonoelastograms (1.7 cm³) was comparable to that obtained by fluid displacement of the dissected lesion (2.2 cm³) as illustrated by the 3-D (volume) reconstructions in Fig. 13. It is important to mention that liver tissue is known to exhibit viscoelastic properties and shear velocity (or modulus) measurements will be frequency dependent (Kruse et al. 2000). However, acquiring an ensemble of shear velocity sonoelastograms for a range of shear wave excitation frequencies may permit a more accurate description of tissue properties given appropriate selection of a viscoelastic model. Notwithstanding, sonoelastographic shear velocity results presented in Figs. 12 and 13 demonstrate feasibility of this imaging technique in tissue and warrants further investigation.

### CONCLUSIONS

In this paper, a novel 2-D sonoelastographic technique for estimating local shear velocities from propagating shear wave interference patterns (termed crawling waves) is introduced. A relationship between the local

---

**Table 2. Summary of contrast-to-noise ratios (CNR) from sonoelastograms of 5-mm and 10-mm tissue-mimicking inclusion phantoms**

<table>
<thead>
<tr>
<th>Kernel size [M,N]</th>
<th>5-mm inclusion phantom</th>
<th>10-mm inclusion phantom</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1,8]</td>
<td>9.0</td>
<td>30.7</td>
</tr>
<tr>
<td>[1,12]</td>
<td>8.6</td>
<td>33.1</td>
</tr>
<tr>
<td>[1,16]</td>
<td>7.9</td>
<td>34.3</td>
</tr>
<tr>
<td>[8,8]</td>
<td>13.3</td>
<td>40.5</td>
</tr>
<tr>
<td>[12,12]</td>
<td>14.8</td>
<td>48.3</td>
</tr>
<tr>
<td>[16,16]</td>
<td>21.5</td>
<td>62.7</td>
</tr>
</tbody>
</table>

Sonoelastograms were processed using both the 1-D and 2-D shear velocity sonoelastographic estimation techniques and kernels of varying size (samples).
crawling wave spatial phase derivatives and local shear wave velocity is derived with phase derivatives estimated using a 2-D autocorrelation technique. Comparisons were made between the 2-D sonoelastographic shear velocity estimation technique and its computationally simpler 1-D precursor.

In general, 2-D sonoelastographic shear velocity estimation outperformed the 1-D–based technique in terms of minimizing shear velocity estimate noise and image artifacts. For both approaches, increasing the estimator kernel size reduces noise levels but lowers spatial resolution. Moreover, the 2-D sonoelastographic shear velocity technique was shown in simulation to accurately reconstruct the true shear velocity distribution from a noisy spherically diverging field, whereas the 1-D estimator failed. Results from homogeneous elastic phantoms demonstrate experimentally the ability of sonoelastographic shear velocity imaging to quantify the true underlying shear velocity distributions as verified using time-of-flight measurements. From heterogeneous elastic phantom results, sonoelastogram CNR values reveal that the 2-D sonoelastographic shear velocity estimation technique outperforms the 1-D version for a given kernel size in terms of image noise minimization and contrast enhancement. Furthermore, results also indicate that increasing the estimator kernel size increases the transition zone length about boundaries in heterogeneous elastic mediums and may complicate accurate quantification of smaller elastically contrasting lesions. Experimental sonoelastographic shear velocity imaging results from an embedded porcine liver specimen with a RFA-induced lesion were presented demonstrating potential for quantitative imaging and lesion volume determination in tissue. Comparison of 1-D and 2-D sonoelastographic shear

Fig. 12. Experimental sonoelastographic results from porcine liver specimen with RFA-induced lesion. Tissue specimen was embedded in a gelatin block and shear wave interference patterns were excited using a vibration frequency of 60 Hz. Results depict (a) B-mode ultrasound image, (b) shear wave interference patterns, shear velocity sonoelastograms (units of m/s) produced using kernel sizes of (c) [1,16] samples and (d) [16,16] samples and (e) gross pathology photograph with lesion demarcated by arrows (bottom left).
velocity results from the tissue specimen reveals less image noise artifacts and a more consistent lesion boundary for the latter when compared with gross pathology. Overall, 2-D sonoelastographic shear velocity imaging from crawling waves is shown to be a promising new approach to characterizing the mechanical properties of elastic materials.
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