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Coverage preservation is one of the basic QoS requirements of wireless sensor networks,
yet this problem has not been sufficiently explored in the context of cluster-based sensor
networks. Specifically, it is not known how to select the best candidates for the cluster
head roles in applications that require complete coverage of the monitored area over long
periods of time. In this paper, we take a unique look at the cluster head election problem,
specifically concentrating on applications where the maintenance of full network coverage
is the main requirement. Our approach for cluster-based network organization is based on
a set of coverage-aware cost metrics that favor nodes deployed in densely populated net-
work areas as better candidates for cluster head nodes, active sensor nodes and routers.
Compared with using traditional energy-based selection methods, using coverage-aware
selection of cluster head nodes, active sensor nodes and routers in a clustered sensor net-
work increases the time during which full coverage of the monitored area can be main-

tained anywhere from 25% to 4.5x, depending on the application scenario.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

Organizing sensor networks into clustered architectures
has been extensively explored over the last few years, lead-
ing to the appearance of a great number of task-specific
clustering protocols. Clustering is one of the basic ap-
proaches for designing energy-efficient, robust and highly
scalable distributed sensor networks. Utilizing clusters re-
duces the communication overhead, thereby decreasing
the energy consumption and interference among the sen-
sor nodes. In many applications, cluster organization is a
natural way to group spatially close sensor nodes, in order
to exploit the correlation and eliminate redundancy that
often exists among the sensor readings. Through data fu-
sion and aggregation of the sensors’ data at the cluster cen-
ters, called cluster heads, the total amount of data sent to
the sink can be significantly reduced, saving energy and
bandwidth resources.
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Oftentimes sensor networks must provide persistent
coverage of the entire monitored area. Many applications
require the ability to provide information from each part
of the monitored area at any moment in order to meet
the application’s quality of service (QoS). As an example,
in surveillance applications, the sensors must detect and
track intruders, requiring that the entire monitored area
be “covered” by the sensing region of the sensors. Further-
more, oftentimes sensors are deployed with much greater
density than is needed to satisfy coverage requirements,
which enables the redundantly covered nodes to conserve
their energy by entering a low-power sleep mode.

While both cluster-based sensor network organization
and coverage-maintenance protocols have been exten-
sively studied in the past, these have not been integrated
in a coherent manner. Existing techniques for the selection
of cluster head nodes base this decision on various criteria,
such as: maximum residual energy [5,7], location of the
cluster head candidate relative to the other nodes [18],
topology information [2,3,8], or previous activity of the
sensor node as a cluster head [4]. Most of these cluster
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head selection approaches are designed with the goal to
provide balanced energy consumption among sensor
nodes, but at the same time, these approaches do not con-
sider the network’s requirement for full coverage over ex-
tended periods of time. In other words, energy-balanced
clustered network organization does not ensure that the
wireless sensor network is able to persistently provide cov-
erage of the entire monitored area. However, sensor cover-
age is one of the basic network QoS metrics, as it expresses
the network’s ability to provide constant monitoring/sens-
ing of some area of interest [20,21]. Therefore, in this paper
we explore the differences between energy-balanced and
coverage-aware sensor network organization, specifically
concentrating on clustered wireless sensor networks.

Intuitively, all sensor nodes do not equally contribute to
network coverage. The loss of a sensor node deployed in a
densely populated area is not as significant for network
coverage compared to the loss of nodes from regions that
are scarcely populated with sensor nodes. The importance
of each sensor node to the coverage-preserving task can be
quantitatively expressed by a coverage-aware cost metric,
which is a metric originally introduced in [1]. This cost
metric considers the node’s remaining energy as well as
the coverage redundancy of its sensing range, thereby
measuring the contribution of this node to the network’s
coverage task.

In this paper we analyze how different coverage-
aware cost metrics, some of which were defined in [1],
can be utilized in the periodic election of cluster head
nodes in homogeneous networks, ensuring that sensors
that are more important to the network coverage task
are less likely to be selected as cluster head nodes. Fur-
thermore, the same coverage-aware cost metrics are used
to find the set of active sensor nodes that provide full
network coverage, as well as the set of routers that for-
ward the cluster head nodes’ data load to the sink. By
comparing our approach with the HEED [7] clustering
protocol we show the benefits of using this coverage-
aware approach over traditional energy-based clustering
in coverage-preserving applications. Our results indicate
that clustering in sensor networks should be directed
by two fundamental requirements - energy conservation
and coverage preservation.

The remainder of this paper is organized as follows.
Section 2 provides an overview of related work on clus-
tering and sensor management in wireless sensor net-
works. In Section 3, we introduce several cost metrics
that are used to assign various roles to the sensor nodes.
A new clustering algorithm for the election of cluster
head, active sensor and router nodes is outlined in Section
4. Section 5 provides details on the simulation set-up, and
Section 6 presents the simulation results comparing the
different cost metrics for the selection of cluster head, ac-
tive sensor and router nodes. In Section 7, we compare
our coverage-preserving clustering approach with the
HEED clustering protocol as one representative from a
group of energy-aware clustering algorithms. In Section
8, we discuss the most relevant application scenarios
where each cost metric can be used. Finally, in Section
9, we conclude this work and provide directions for our
future work.

2. Related work

Work in the area of cluster-based wireless sensor net-
works is quite extensive, with energy efficiency and scala-
bility being the main focus of many of the clustering
protocols proposed so far. Similarly, much work has been
done on sensor activation protocols, which focus on select-
ing a subset of the active sensor nodes that are sufficient to
satisfy the network’s coverage requirements, while allow-
ing the remainder of the sensors to conserve their energy
by entering the sleep mode. In this section, we discuss
the related work that has been done in both these areas.

2.1. Clustering protocols

Probabilistic approaches for cluster head election, such
as those proposed in [4,5], ensure that the cluster head role
is shared equally among the nodes in the network, there-
fore prolonging the lifetime of the sensor nodes through
balanced energy consumption. In [6] the authors found
the optimal clustering parameters such as the probability
of becoming a cluster head and the cluster radius for a net-
work organized into single and multi-level clusters by
minimizing the communication cost of the network. The
HEED clustering protocol [7] uses a hybrid criterion for
cluster head selection, which considers the residual energy
of the node and a secondary parameter, such as the node’s
proximity to its neighbors or the node’s neighbor degree.
HEED prolongs the network lifetime by ensuring balanced
energy dissipation as well as uniform distribution of clus-
ter head nodes in network scenarios that contain uni-
formly dispersed sensor nodes. All of this work aims to
extend network lifetime by balancing energy dissipation
among the nodes. In our approach, we aim to keep alive
the most critical sensors, thereby preserving coverage
and extending network lifetime for coverage-based
applications.

The works presented in [8,9] deal with the problem of
power-balanced energy consumption among the cluster
head nodes. In both papers the coverage-time is defined
as the time until one of the cluster head nodes runs out
of energy, leaving a hole the network’s coverage. Shu
et al. [8] stress the importance of simultaneous design of
clustering strategies and routing, and they provide two
mechanisms for balancing power consumption, called
routing-aware optimal cluster planning and clustering-
aware optimal random relay. However, in this work we
are concerned with sensor networks where cluster head
nodes are not deployed deterministically. Also, the defini-
tion of coverage-time in this work is stricter, correspond-
ing to the time for which every part! of the monitored
area is under the sensing range of at least one sensor node.

The partitioning of a network into uniformly dispersed
clusters is the focus of the ACE clustering algorithm [10].
ACE provides uniform clusters by reducing the overlap
among the clusters established in the initial phase. Those

! Due to the random deployment of sensor nodes, it may happen that
some parts of the monitored area remain uncovered. Thus, “every part of
the monitored area” corresponds to all parts which are under the sensing
range of at least one sensor node at the beginning of the network lifetime.
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nodes that have the largest number of either “uncovered”
neighbors or neighbors in non-overlapping cluster areas
are recruited as favorable new cluster head nodes. How-
ever, energy issues are not discussed in this paper.

Several papers deal with the design of clustering meth-
ods for the case of non-uniform deployment of sensor
nodes. For example in [11], the authors consider the prob-
lem of power control and clustering in heterogeneous sen-
sor networks. A clustered network structure is established
to ensure that transmit power used by all nodes within the
cluster converges to the same level. The authors in [12] no-
tice that in non-uniformly deployed networks where the
node density is globally high, the network can be parti-
tioned into locally isotropic non-overlapping clusters with
small density variations that will have high correlation in
sensor measurements. While these techniques aim to cre-
ate uniform or coherent clusters, they do not consider the
coverage-preserving task required by many sensor net-
work applications.

Clustering in the context of sensor management, topol-
ogy control and routing was extensively investigated in the
past. For example, the authors in [13] present the GAF
routing protocol that controls the network topology and
exploits node density to prolong the network lifetime.
GAF uses geographical information to build a virtual grid
across the network, and it selects only one sensor node
to be active in each cell. The CEC [14] clustering protocol
improves GAF by not relying on location information, fur-
ther reducing redundant nodes by grouping them into
clusters, where nodes with highest remaining energy are
selected as cluster head nodes. Neither GAF nor CEC guar-
antee the complete coverage of the area covered by the
network.

The problem of scheduling nodes to enter the sleep
mode in cluster-based sensor networks was studied in
[15]. The authors proposed a linear distance-based sleep
scheduling scheme, where the probability that a sensor en-
ters the sleeping state is proportional to its distance from
the cluster head. Since such a scheme leads to unequal en-
ergy consumption of sensor nodes in the cluster, the same
problem is further investigated in [16]. Here the authors
present a balanced energy scheduling scheme, which ac-
counts for the total energy spent in communication and
sensing, thereby assuring that energy is uniformly spent
by the nodes. Again, these approaches balance the nodes’
energy consumption rather than reducing the energy con-
sumption of the critical sensors, as is done in our approach.

An autonomous clustering algorithm based on coverage
estimation self-pruning is presented in [17]. The sensor
nodes with the largest expected coverage are the best can-
didates for the cluster head roles. The algorithm minimizes
the clustering overhead compared to LEACH [4], and pro-
vides lower variation in the number of cluster head roles
over time. However, this clustering scheme does not en-
sure full coverage of the network.

2.2. Active sensor selection protocols
Network coverage is one of the fundamental problems

in sensor networks, since it affects the outcome of the net-
work sensing task. Therefore, coverage together with sen-

sor management has been a strong research focus for the
last few years [19,21]. In [22] the authors provide a method
for achieving full coverage of targets by dividing the sen-
sors into disjoint cover sets that are active successively.
In each cover set, a sufficient number of sensor nodes nec-
essary to cover the targets is active, while the remainder of
the nodes are put to sleep. However, their approach is
based on a centralized solution. In PEAS [23] the nodes
use a simple rule to decide about their activity. If a node
cannot find another active node in its probing range, it be-
comes active; otherwise it returns to the sleeping mode.
Although this approach eliminates the complexity of main-
taining neighbor state and it does not require location
information, it does not guarantee full sensing coverage
of the network, which is our main concern.

In [24] the authors propose a scheduling scheme that
enables each node to enter the active or sleeping mode
based on the coverage information obtained from its
neighbors, without compromising full network coverage.
In order to avoid the “blind point” problem that occurs
when two neighboring nodes simultaneously decide to
turn off leaving a part of the area uncovered, the authors
introduce a random back-off time before the node makes
a decision about its status. In our clustering scheme the
“blind problem” is solved by introducing delays in node
activation based on the nodes’ current cost values, thereby
giving priority to low cost nodes to deactivate, anticipating
the network’s need for full coverage.

The problem of achieving full coverage in wireless sen-
sor networks was also explored in [25]. The proposed algo-
rithm (OGDC) tries to minimize the number of active nodes
by reducing the overlapped area between the active sen-
sors. To ensure that different nodes are active in each
round, the starting node broadcasts a power-on message
in a random direction along which working nodes are
found. A node decides to turn off if it covers an intersection
point between two active sensors and if it minimizes the
overlapped area with active sensors. However, nodes do
not consider the energy levels of their neighbors, so they
can send the power-on messages in the direction of nodes
with low remaining energy.

3. Family of coverage-aware cost metrics

The distributed activation with predetermined routes
(DAPR) protocol proposed in [1] is the first routing protocol
designed to avoid routing of data through areas sparsely
covered by the sensor nodes. The idea behind this ap-
proach is that nodes in sparsely deployed areas, as well
as nodes with small remaining energies are used less often
as data routers, so that these nodes can collect data for
longer periods of time. To accomplish this goal, the impor-
tance of every sensor node for the coverage-preserving
task is quantified by a coverage-aware cost metric, which
combines the information about the node’s remaining en-
ergy with information about how redundantly this node’s
sensing area is covered by its neighboring nodes’ sensing
areas.

To explore the benefit of this approach in cluster-based
sensor networks, we introduce several coverage-aware
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cost metrics. We assume that N, sensor nodes from a set S,
sieS,i=1,...,N; are scattered randomly over a rectangu-
lar monitored area A. We assume the application requires
that every part of the area be covered by the sensors
throughout the network lifetime. Each sensor performs
reliable sensing within its sensing area C(s;), which is
approximated by a circular area around the node with ra-
dius Rsense- Note that this is a simple model for sensor cov-
erage. Other techniques such as utilizing a learning phase
where sensors learn their sensing area C(s;) based on train-
ing data can be used as well.

For every sensor node s; we define a group of neighbor-
ing nodes N(i) that includes all nodes with sensing areas
either partially or fully overlapped with the sensing area
of node s;. Using our model for sensing area, we obtain

N(i) = {Sj|d(5,~,Sj) <=2 Reense }, (1)
where d(s;, s;) is the Euclidean distance between nodes s;
and s;.

To reduce the number of active nodes while ensuring
that every point (x,y) of the monitored region is covered
by at least one sensor, each node needs to determine the
overlap of its sensing area with the sensing areas of its
neighboring nodes. For this, we assume that sensor nodes
have localization capabilities. Considering each node’s po-
sition and its residual energy, for each point (x,y) of the
monitored area A we define the total energy Eo (X, y) that
is available for monitoring that location

Y Es). (2)

sj:(xy)eC(s;)

Etotal (Xv _V) =

where E(s;) is the remaining energy of node s;.

The first two cost metrics presented below, and defined
in [1], are based on the total energy Eq(X,y) available for
monitoring each location in the sensor field.

3.1. Minimum-weight coverage cost
The minimum-weight coverage cost is defined as

Crw(Si) = max (x,y) € C(si). (3)

Etotal (X7 .V)

This cost metric measures node s;’s importance for the net-
work coverage task by considering the energy of the most
critically covered location (x,y) within the sensing area of
the node.

3.2. Weighted sum coverage cost

The weighted-sum coverage cost is defined as

dxdy dxdy
Cws(Si) = — :/ _——. (4)
o cts) Erotal (X, ¥) C(s;) Zsj;<x,y)eC(sj)E(sj)

This cost metric measures the weighted average of the to-
tal energies of all points that are covered by the sensing
area of node s;.

3.3. Coverage redundancy cost

The coverage redundancy cost metric does not depend
on a node’s remaining energy nor on the remaining ener-

gies of its neighbors. Instead, this cost considers only the
coverage redundancy of the overlapped sensing areas be-
tween the sensor and its neighboring nodes. Similarly to
the previously defined E..i(x,y), we define a total coverage
Orotal (X, y), which provides the number of nodes that cover
each point (x,y) of the area A

> (5)

s (x.Y)€C(s;)

Ototal (X7 Y) =

Then, the coverage redundancy cost of sensor s; is

dxdy / dxdy
cc(Si) ) Ootal (X,Y) C(sp) Zsj:(x,y)eC(Sj)l (6)

Fig. 1 provides an example that illustrates the minimum-
weight, weighted-sum and coverage redundancy cost met-
rics. This example considers three nodes s;, s, and s;3 with
remaining energies E(s1), E(s;) and E(s3). The parameters
Ai, Aij and Ay, i,j,k € {1,2,3} are the areas of overlapped
portions of the nodes’ sensing areas.

3.4. Energy-aware cost

The energy-aware cost function evaluates the sensor’s
ability to take part in the sensing task based solely on its
remaining energy E(s;)

1

Cea(si) = % (7)

3.5. Coverage-aware routing cost

The cost metrics introduced in the previous subsections
are the basis for coverage-aware routing, where the mini-

S3
Sensors’ remaining energies:

E(S1)=2
E(S2)=4
E(S3)=1

~

<<

Etotal(x,y)F<

NOO@SAN
RREREEE
SLLEkss
MMM MMM M

>

=

N

=

S2 (

XXX
k<<

P
R

Minimum Weight Cost:

Cmw(S1)=1/min(2,3,6,7)=1/2
Cmw(S2)=1/min(4,5,6,7)=1/4
Cmw(S83)=1/min(1,3,5,7)=1 -

Ototal(x,y)=<

XX

WNNNSAS
XX
MMM MMM M
>
=
N

e
<<

Weighted Sum Cost:

Cws(S1)=A1/2+A12/6+A13/3+A123/7
Cws(S2)=A2/4+A12/6+A23/5+A123/7
Cws(S3)=A3/1+A13/3+A23/5+A123/7

Coverage Cost:

Ccc(S1)=A1/1+(A12+A13)/2+A123/3
Ccc(S2)=A2/1+(A12+A23)/2+A123/3
Ccc(S3)=A3/1+(A13+A23)/2+A123/3

Fig. 1. Illustration of the coverage-aware cost metrics.
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mum cost routing paths are determined such that high cost
nodes are excluded from the routing task. The cost of a link
between two nodes s; and s; is equal to the energy spent by
these nodes to transmit (Ei(s;,S;)) and to receive (Ex(si,S;))
one data packet, weighted by the costs of these nodes

Ciink (i, Sj) = Caa(8i) - Ex(8i,8j) + Caa(Sj) - Ex(Si, j)s (8)

where C,, represents any of the cost metrics described
above. Therefore, the minimum cumulative cost path from
each node to the sink is found as

Cinal(s) = > Ciink(S,51), 9)

$j.SkEP(Si-Sdst)

where p is the minimum cost path from node s; to the sink
Sast- The cost defined by Eq. (9) is called the coverage-
aware routing cost.

Data routing from every cluster head to the sink is done
over multi-hop paths, which are found by minimizing Cga
in Eq. (9). More details about routing from the cluster head
nodes to the data sink are provided in Section 4.

4. Coverage-preserving clustering protocol (CPCP)

To ensure balanced energy consumption among the
cluster head nodes throughout the network lifetime, many
clustering protocols favor uniformly distributed clusters
with stable average cluster sizes. However, obtaining the
same number of well distributed clusters over time is a real
challenge in clustered sensor networks.

In coverage-based applications, the best candidates for
cluster head roles should be the redundantly covered
nodes in densely populated areas with high remaining en-
ergy. These nodes can support clusters with a large number
of members. While the excessive energy consumption of
the cluster head nodes makes these nodes die before the
other nodes, their death should not affect the overall net-
work coverage since these nodes are located in densely
populated areas. By our approach, which considers the
application’s requirements for full network coverage, the
set of cluster head nodes can be selected based on the cost
metrics defined in Section 3. However, cluster head selec-
tion based solely on any of the proposed cost metrics using
existing clustering techniques will lead to an undesirable
situation: the densely populated parts of the network will
be overcrowded with cluster head nodes, while the scar-
cely covered areas will be left without any cluster head
nodes. In such a situation, it is likely that the high cost sen-
sors from poorly covered areas will have to perform expen-
sive data transmissions to distant cluster head nodes,
further reducing their lifetime.

In order to avoid this situation, we propose the cluster-
ing method called coverage-preserving clustering protocol
(CPCP). CPCP spreads cluster head nodes more uniformly
throughout the network by limiting the maximum cluster
area. Thus, clusters in sparsely covered areas are formed
as well as clusters in densely covered areas, which pre-
vents the high cost nodes from having to perform costly
packet transmissions to distant cluster head nodes. Also,
nodes from the sparsely covered areas elected to serve as
cluster head nodes support clusters with a smaller number
of nodes compared to cluster head nodes in dense areas.

We define the cluster radius Rgster as a tunable param-
eter that determines the minimum distance between any
two cluster head nodes in the network. Using this param-
eter, CPCP prevents the appearance of non-uniformly dis-
tributed clusters within the network. Ruuser Can be easily
tuned by changing the transmission power of the cluster
head nodes.

In CPCP the sensor nodes communicate directly with
their elected cluster head nodes, while data routing from
the cluster head nodes to the sink is done over multi-hop
paths using the sensors. CPCP consists of six phases: infor-
mation update, cluster head election, route update, cluster
formation, sensor activation and data communication, as
described below.

4.1. Phase I: information update

The first phase of CPCP is reserved for updating infor-
mation on the remaining energies of the nodes. Each sen-
sor node broadcasts an update packet with information
about its remaining energy to all its neighbors in the range
2 - Rsense. In order to reduce packet collisions, the nodes use
random back-offs before sending the update packets. Upon
receiving the update information from all neighbors, each
node calculates its coverage-aware cost (Cpy or Cys), as de-
scribed in Section 3.2 Assuming that the sensor nodes are
static, the neighboring nodes must exchange their location
information only once, at the beginning of the network
lifetime.

If the coverage redundancy cost C.. or the energy-aware
cost Ce, are used, then this Information Update phase can
be skipped, since these cost metrics do not depend on
the neighboring nodes’ remaining energies.

4.2. Phase II: cluster head election

At the beginning of this phase every sensor determines
its “activation time” - an amount of time proportional to
its current cost (i.e., Cnw, Cws, Ccc OF Cea). Each sensor has
to wait for the expiration of its “activation time” before
deciding weather or not it should announce itself as a
new cluster head for the upcoming communication round.
If during the “activation time” a node does not hear an
announcement message from any other sensor node, then,
upon expiration of its “activation time” it declares itself to
be a new cluster head, by sending an announcement
message to all the nodes within the Rguser range. The
announcement message contains information about the
new cluster head’s location.

After receiving an announcement message from a new
cluster head node, all sensor nodes in Rser range exclude
themselves from further consideration for the cluster head
role. Each sensor node maintains a table of all cluster head
nodes from which it has received the announcement mes-
sage so far, as well as the distance to each cluster head

2 In our implementation, we assume that each sensor node creates a grid
of equidistant points under its sensing range, and it checks whether each
point is under the sensing range of other neighboring nodes. Since the
nodes are static, this checking needs to be done only once, at the beginning
of the network lifetime.
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node. This information is used later by the sensor node to
decide about its cluster membership. Rarely it may happen
that two sensor nodes with the same costs and within each
other’s Ruser Tange simultaneously declare themselves to
be new cluster head nodes - this conflict can be solved
by giving priority to the node with the higher remaining
energy.

Algorithm 1

The cluster head election and cluster formation phases of
CPCP

1:  S={s|E(s) > 0}, E(s) - residual energy of sensor
node s

2: Seu=1{}

3 Tn()={}i=1,....N

4: while S¢ {} do

5: (s — node with minimum cost) and (E(Sy) > Eg,)

6: Scu = Scn U S

7 N(k) ={s| diSt(S,Sk) < Retuster }

8: Vs € N(k), Tcn(S) = Ten(S) U Sk

9: S=S\N(k)

10: end while

11: Vs |Scuns={J}

12: s sends JOIN message to cluster head scy for which
dist(s, scy) = min(dist(s,s;)), Vs; € Ten(S)

130 Sun ={s| (Sen(s) ={T}) & (Scu Us ={T})}

14: if Syn ¢ {} then

15: Vs € Sun, find
sp | dist(s, sp) = min(dist(s,s;)), Vs; € N(s)

16: s sends data packet to s,

17: end if

When cost metrics Cpw, Cws Or Cc are used, it can hap-
pen that a sensor node with low remaining energy is
elected to serve as a cluster head. This may cause the loss
of the cluster’s data during the communication round. This
outcome can be avoided by preventing those sensor nodes
that have remaining energy below a certain threshold E;,
from taking part in the cluster head election process. If,
after the cluster head election phase, these sensor nodes
do not belong to any of the elected cluster head nodes, they
find the nearest sensor node to which they forward their
data. The pseudo code for the cluster head election phase
of CPCP is provided in Algorithm 1.

4.3. Phase III: route update

The cluster head nodes send their data over multi-hop
paths to the sink. To obtain these routes, the sink node first
generates a route discovery message that is broadcasted
throughout the network. Upon receiving the broadcast
message, each sensor node introduces a delay proportional
to its cost before it forwards the route discovery message to
nodes in range Ry.. In this way a message arrives at each
node along the desired minimum cost path. The cumula-
tive cost of the routing path from the sink to the node ob-
tained in this phase is called the coverage-aware routing
cost of the node, as described in Eq. (9).

4.4. Phase 1V: cluster formation

In the fourth phase of CPCP, each non-cluster head node
decides to join the closest cluster head node. The sensor
nodes send short JOIN messages to their selected cluster
head nodes. These JOIN messages serve as an acknowledge-
ment that a node will become a member of the cluster for
the upcoming round. Note that there is no restriction on
the number of cluster members, only on cluster area, and
thus any node that wants to join a cluster head, and is
within the cluster range Rguser, can do so. In this way,
Voronoi-shaped clusters are formed around cluster head
nodes, as shown in Fig. 2.

4.5. Phase V: sensor activation

In the fifth phase, a subset of sensor nodes is selected to
perform the sensing task for the upcoming round, while
the rest of the sensor nodes go to sleep. The selected active
nodes provide full coverage over the monitored field dur-
ing this communication round.

In the sensor activation phase, which is shown in Algo-
rithm 2, each sensor node assigns itself an activation delay
that is proportional to its current application cost (i.e., Crw,
Cws, Cec o1 Cey). In this way, sensor nodes with smaller cost
have a better chance of becoming active sensors in the
upcoming communication round. Each sensor node then
waits for this period of time before deciding whether it will
stay awake during the next communication round. While
waiting for its activation delay to expire, the sensor node
can receive the ACTIVATION messages from its neighbor-
ing nodes, which have smaller activation delays (smaller
cost), if they decide to become active during the upcoming
communication round. If, after its activation delay time ex-
pires, the sensor node determines that its sensing area is
completely covered by its neighboring nodes, it turns itself
off for the upcoming round. Otherwise, the sensor node
broadcasts an ACTIVATION message to inform its neigh-
bors about its decision to remain active. In this way, the
lower cost nodes have priority to decide whether they
should be active. All sensor nodes in the network jointly
take part in the activation phase, regardless of the cluster
to which they belong. This eliminates the redundant acti-
vation of sensor nodes on the borders of the clusters, which
may happen when the activation of nodes is done in each
cluster independently.

Algorithm 2

The sensor activation phase of CPCP

1: S={s|E()>0,s¢Scu}, E(s) - residual energy of node
S
Ta(s) o c(S),c(S) € {Cea, Cnw, Cws, Cec }
2: During period T(s):
s can receive ACTIVATION messages from its
neighboring nodes
3: Tq(S) expired:
s checks whether its sensing range is fully covered
4: if sensing range of node s is not fully covered then
send ACTIVATION message to its neighboring nodes
6: end if

S
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Fig. 2. Examples of random and non-uniform deployment scenarios. CPCP achieves uniform distribution of the cluster head nodes. (a) Random scenario and

(b) non-uniform deployment.

4.6. Phase VI: data communication

Once clusters are formed and active sensors are se-
lected, the data communication phase begins where the
active sensor nodes periodically collect data and send it
to the cluster head nodes. The cluster head nodes aggre-
gate the data from the cluster members and route the
aggregated data packets over the pre-determined multi-
hop paths to the sink.

5. Simulation set-up

In this section we discuss the set-up for Matlab simula-
tions performed with CPCP. In all the simulations we mea-
sure the percentage of the area covered by the active
sensor nodes over time. Since active nodes selected in
the activation phase of CPCP maximally cover the moni-
tored area, the measured network coverage provided by
these active nodes is the same as the coverage that would
be provided by all alive nodes in the network.

We perform two sets of simulations. In the first set of
simulations, we compare the performance of CPCP in the
cases when the different cost metrics introduced in Section
3 are used for the selection of cluster head nodes, active
sensors and routers. In the second set of simulations, we
compare CPCP with the HEED clustering protocol as a rep-
resentative of the energy-aware clustering protocols. Fur-
thermore, in our simulations we vary the amount of data
aggregation and the network scenario, as described next,
to determine the performance of CPCP over a wide range
of conditions.

5.1. Data aggregation

In many applications, the cluster head nodes aggregate
the received data, thereby reducing the total energy re-
quired for transmitting data back to the sink. The amount
of aggregated data produced by the cluster head nodes de-
pends on the data aggregation algorithm as well as on the

application requirements and the type of sensor data. In
our simulations, we provide results for scenarios when
the cluster head nodes aggregate their received data more
or less efficiently, meaning that they provide different
numbers of aggregated data packets. In particular, we pres-
ent results of simulations where the cluster head nodes
aggregate all data into a single outgoing packet, as well
as when they reduce the amount of collected data by half,
and when the aggregated data is 80% of the total data load
collected within the cluster.

5.2. Network scenario

We conduct simulations for two scenarios: a network
with 200 nodes deployed over an area of size
100 x 100 m?, and a network with 400 nodes deployed
over an area of size 200 x 200 m?. The nodes are deployed
either randomly or non-uniformly. In the case of the ran-
dom deployment, the (x,y) locations of the sensor nodes
are randomly chosen based on a uniform distribution. For
simplicity, we call this deployment the random deploy-
ment. The non-uniform deployment corresponds to the
case when nodes in certain parts of the network are more
“grouped” together, so that they provide higher redun-
dancy in coverage than the nodes located in scarcely cov-
ered areas of the network. We call this deployment the
non-uniform deployment. The data sink is fixed and located
in the center of the network. The simulations are con-
ducted with Rgyster = 2 - Rsense. The simulation parameters
are summarized in Table 1.

5.3. Energy model

We assume that the sensor nodes have the ability to ad-
just their transmission power according to the distance of
the receiving node. We use the free-space energy model
defined in [4], where the energy required to transmit a p-
bit packet is equal to

Etx =p- (Eamp + €55 dn)y (]0)
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Table 1
Simulation parameters
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and the energy to receive a p-bit packet is

Ex =D Eamp. (11)
Parameter Acronym Value
T e pe—— Eamp 50 nj/bit The pa.rar.neters Ean'.lp am;l efs. are the pa.rameters of the
Amplifier constant €x 10 pJ/bit/m? transmission/reception circuitry, and n is the path-loss
Path-loss exponent n 2 exponent, listed in Table 1.
CH energy threshold Ew 1074
Packet size p 30 bytes .
Packet rate B 1 packet/s 5.4. Clusters created using CPCP
Transmission range (broadcast) Ry 70 m
Sensing range Rsense 15m The results of simulations show that CPCP disperses
Cluster range Retuster 30m

cluster head nodes uniformly, as shown in Fig. 2, there-
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Fig. 3. Performance of CPCP: the average number of cluster head nodes per round and the standard deviation of the average number of active nodes per
cluster when the network is operating at 100% coverage. (a) Average number of cluster head nodes per round, random scenario, (b) standard deviation of the
average number of active nodes per cluster, random scenario, (c) average number of cluster head nodes per round, non-uniform scenario and (d) standard
deviation of the average number of active nodes per cluster, non-uniform scenario.
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by producing small variations in the number of cluster
head nodes elected in successive communication
rounds. Thus, in the case of the random deployment
scenario (Fig. 2a), the data load produced in the net-
work is more uniformly distributed across the cluster
head nodes over time. In the case of the non-uniform
scenario (Fig. 2b) the cluster head nodes in redundantly
covered areas serve clusters with a higher number of
nodes than the cluster head nodes in sparsely covered
network areas.

Fig. 3 shows the average number of cluster head nodes
per round as well as the standard deviation of the average
number of active nodes per cluster over the time period
during which the network provides full coverage of the
monitored area. For both scenarios (random and non-uni-
form) the variations in the number of cluster head nodes
per round over time are small. The number of cluster head
nodes is lower in the non-uniform deployment scenarios
due to the existence of larger areas with very low densities
of sensor nodes. Also, when the network is deployed in a
non-uniform manner, the standard deviation in the aver-
age number of active nodes per cluster is slightly higher
than in case of random deployment, as shown in Fig. 3b
and d.

6. Case I: performance of CPCP using different cost
metrics

Our goal with this first set of simulations is to show the
effects of the different cost metrics on the performance of
the network, specifically focusing on coverage-time. These
costs are used to select cluster head nodes, active sensors
and routing nodes. The cluster head nodes aggregate the
data packets received from the active sensors within the
cluster into one outgoing packet, and this packet is routed
to the sink via shortest-cost routes determined in the route
update phase.

4.5

3.5 — - Ccc I

Time [s]

1.5

0.5r

0 100 95 90 80

Coverage [%]

(a) Random deployment.

6.1. Coverage-time as the network scales

First we find the coverage-time using the different cost
metrics as the network scales from 100 x 100 m? with 200
sensor nodes to 200 x 200 m? with 400 sensor nodes for
both random and non-uniform deployment scenarios.
The results for the network of size 100 x 100 m? with
200 sensor nodes are shown in Fig. 4. When the selection
of cluster head nodes, active nodes and routers is done
using the minimum-weight cost (Cn) and the weighted-
sum cost (Cys), the improvement in the time during which
the randomly deployed network can provide full coverage
(100%) over the energy-aware cost (Ce,) is 30% and 22%,
respectively (Fig. 4a). For the non-uniform scenario, these
improvements of coverage-time increase to 38% and 25%,
respectively (Fig. 4b). After the network coverage drops be-
low 95%, Crw and Cys improve the coverage-time by 15-
20% in the case of random deployment, and by 20-25% in
the case of non-uniform deployment. Overall, these two
metrics are able to provide longer coverage-time over Ce,
in both the random and non-uniform network deployment
scenarios.

Fig. 5 shows the results of the simulations for the larger
network (200 x 200 m? with 400 nodes). Again, the Cp
and C,s metrics provide longer coverage-time compared
to the C.; metric. The improvement in the coverage-time
is higher in the non-uniform deployment scenario, with
an improvement in coverage-time for 100% coverage of
28% using Cnw and 26% using Cys. The minimum-weight
cost Cmy again provides the longest time during which
100% of the network is covered compared to all the other
cost metrics in both the random (Fig. 5a) and non-uniform
(Fig. 5b) network deployments. This is expected, since the
minimum-weight cost assigns a high cost to the nodes that
are critical to maintaining 100% coverage.

Compared with the other metrics, the coverage redun-
dancy cost metric (C.) provides the worst time during

5x10 ‘
[ Ce
451 il C,.
Al M C..
M C..
3.5F 1

Time [s]

100 95 90 80
Coverage [%]

(b) Non-uniform deployment.

Fig. 4. Coverage-time for a network of size 100 x 100 m? with 200 nodes utilizing CPCP with different cost metrics. (a) Random deployment and (b) non-

uniform deployment.



964

S. Soro, W.B. Heinzelman/Ad Hoc Networks 7 (2009) 955-972

15000 T

10000

Time [s]

50001

100

95

90

80

Coverage [%]

(a) Random deployment.

Time [s]

16000 T T T T T T T

14000

12000

10000 b

8000

6000

4000t

20001

100

95

90

80

Coverage [%]

(b) Non-uniform deployment.

Fig. 5. Coverage-time for a network of size 200 x 200 m? with 400 nodes utilizing CPCP with different cost metrics. (a) Random deployment and (b) non-

uniform deployment.

which the network is able to monitor the entire (100%)
area. However, in the case of smaller networks
(100 x 100 m?), after the coverage starts to drop below
85%, C. shows slightly better performance than the other
cost metrics. In the larger network (200 x 200 m?), C,. al-
ways performs worse than all the other cost metrics.
Although the coverage-redundancy cost metric selects
redundantly covered nodes, it does not consider the node’s
remaining energy, resulting more often in the loss of nodes
compared with the other metrics. In the case of smaller
networks, this is less obvious than in the case of larger net-
works, which is one reason that the coverage-redundancy
cost metric never outperforms the other metrics.

Thus, the difference in the results obtained with the
coverage redundancy metric for both simulated scenarios
(small and large network) illustrates the importance of
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a
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(a) Network 200 x 200m2.
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3

applying the same coverage-aware approach in the selec-
tion of not only cluster head nodes, but also in the selection
of data routers as well. With the increase of network size,
routing is done over a larger number of hops; therefore,
there is a greater need to avoid the critical nodes (non-
redundantly covered nodes or nodes with low energy).

6.2. Loss of sensor nodes

Fig. 6 shows how the network coverage decreases as the
number of dead nodes increases for the two network sce-
narios (100 x 100 m? with 200 nodes and 200 x 200 m?
with 400 nodes). The C., cost metric contributes to uni-
form energy dissipation among the sensor nodes, resulting
in the highest amount of lost coverage for a given number
of dead nodes compared to the other three metrics. On the
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Fig. 6. Network coverage as a function of the number of dead nodes. (a) Network 200 x 200 m? and (b) network 400 x 400 m?.
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other hand, the coverage redundancy cost metric C. has
the least amount of coverage loss for a given number of
dead nodes. This shows that the energy-aware cost metric
treats all nodes equally, while the coverage redundancy
cost metric preserves nodes that are critical for the cover-
age task. As the coverage redundancy cost metric does not
consider a node’s remaining energy, a node’s cost only
changes when one of its neighboring nodes dies. This infre-
quent change in node cost results in non-balanced energy
consumption, with the result that redundantly covered
sensors that are not critical to the coverage of the network,
are used first.

Coverage as a function of the number of dead nodes
using the other two cost metrics (Cnw and Cys) is in be-
tween that of C.; and C.. Note, however, that C,, and
Cws provide the longest coverage-time compared to the
other two metrics. This clearly demonstrates the fact that
it is important to look at both minimizing or balancing en-
ergy dissipation and preserving critical nodes to maintain
high levels of coverage for a longer time.

6.3. Average remaining energy of cluster head nodes

Fig. 7 shows the average remaining energy of the se-
lected cluster head nodes over time. When Ce, is used, sen-
sor nodes with the highest remaining energy are selected
as cluster head nodes. Compared to using the C., cost,
using the Cn and C,s cost metrics prevent non-redun-
dantly covered nodes from being selected as cluster head
nodes at the beginning of the network lifetime, resulting
in rotation of cluster head roles among the most redun-
dantly covered sensor nodes. The frequent selection and
excessive energy consumption of elected cluster head
nodes using the Cp, and C,s costs lead to loss of the most
redundantly covered nodes. At that point, the low redun-
dantly covered sensor nodes resume the cluster head roles
and, since they have not yet served as cluster heads previ-
ously, these nodes still have relatively high remaining
energies. This is the reason why at a certain point, after
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the network coverage using the Ce, cost drops below 95%
(by comparing Figs. 4b and 7a, and Figs. 5b and 7b) the
average energy of elected cluster head nodes using Cpw
and C,s is larger than the average energy of cluster head
nodes elected using the C., metric.

6.4. Coverage-aware routing

Fig. 8 shows the average number of hops in the routes
from the cluster head nodes to the sink as the network cov-
erage changes. These results show that the C. cost metric
finds routes with the smallest number of hops compared
with the other cost metrics. On the other hand, the
weighted-sum (Cys) and minimum-weight (C,) metrics
route data packets over the longest paths, since these met-
rics avoid the high cost nodes (those with low remaining
energy and/or with low redundancy in coverage). In the
case of the smaller networks (100 x 100 m?, shown in
Fig. 8a), data packets are routed over a relatively small
number of hops (1-2), so the differences in the average
path lengths for the various cost metrics are not signifi-
cant. Therefore, the choice of routing paths does not signif-
icantly affect the network performance.

However, in the case of the Ilarger networks
(200 x 200 m?), the differences in the lengths of the rout-
ing paths are more obvious for different costs, as shown
in Fig. 8b. As network coverage decreases, the minimum-
weight (Cnw) and weighted-sum (Cys) metrics further in-
crease the number of hops in their routing paths, trying
to avoid critical nodes. When the coverage of the network
starts to decrease as a result of losing nodes, the energy-
aware metric also increases the average number of hops
in order to balance energy consumption among sensor
nodes. On the other hand, the coverage redundancy cost
keeps route lengths fairly constant, since this cost metric
does not depend on the nodes’ remaining energies.

As a result of the increased lengths of the routing paths,
the average energy spent to route packets from each clus-
ter head node to the sink also increases for the Cpnw, Cws

6000 9000 12000

Time

(b) 200 x 200m? network.

0 3000 15000

Fig. 7. Remaining energy levels of selected cluster head nodes over time. (a) 100 x 100 m? network and (b) 200 x 200 m? network.
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Fig. 8. Average number of hops in the routes from the cluster head nodes to the sink. (a) 200 x 200 m? network and (b) 400 x 400 m? network.

and C., cost metrics, as illustrated in Fig. 9. Again, in the
large networks, this increase in average energy spent per
path is more obvious than in the case of the smaller
networks.

The coverage redundancy cost C. does not prevent
routing over the low-energy nodes, which speeds up the
loss of these nodes. The average number of hops used for
data routing is small, and it stays relatively constant
throughout the network lifetime (Fig. 8). Using C. the
average energy spent per route is smaller compared to
other cost metrics, once the network starts loosing cover-
age (Fig. 9). The reason for this is that the network loses
a significant number of nodes, which reduces the total data
load routed through the network. In the case of the smaller
networks, where data are routed over a small number of
hops, this is the reason that C. starts to outperform the

x10°*
4.41 - C T
ea
c
ws
4.2} —+ Crw
E —k— CCC
£ 4f .
®
[oR
[0)
c
o
o)
[oN
>
o
(0]
C
W

0 5 10 15 20 25 30
Uncovered area [%]

(a) 200 x 200m? network.

other cost metrics when the network’s coverage starts to
decrease significantly. However, when data are routed over
a larger number of hops, C.. shows an inability to choose
“good” routing paths, which is the reason this cost metric
does not perform well. This again illustrates the impor-
tance of considering both energy and coverage in the selec-
tion of routing paths for coverage-preserving applications.

6.5. Increasing the number of nodes

Fig. 10 shows the time during which the 200 x 200 m?
networks provide 100% coverage when the number of
nodes increases from 200 to 600, for both the random
and non-uniform deployments. In all cases the C,s and
Cmw cost metrics provide longer network coverage-time
compared to the C., cost metric. The improvements in net-
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Fig. 9. Average energy dissipated per route from the cluster head nodes to the sink. (a) 200 x 200 m? network and (b) 400 x 400 m? network.
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Fig. 10. Time during which the network preserves 100% coverage of the monitored area as a function of the number of nodes in the 200 x 200 m? network.

(a) Random deployment and (b) non-uniform deployment.

work coverage-time obtained with the Cys and Cp, cost
metrics compared with the C., cost metric in the non-uni-
form network deployment scenarios is always larger than
in the random network deployments. Therefore, the
advantages of using minimum-weight and weighted sum
cost metrics over energy-aware cost are even more obvious
in the non-uniform sensor network deployment scenarios.

6.6. Impact of aggregation
When cluster head nodes perform less efficient data
aggregation, meaning that they send more than one packet

to the sink, the differences in coverage-time obtained by
the coverage-aware cost metrics and the energy-aware
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(a) Cluster head nodes aggregate all
received data to 50% of the total load.

cost metric increase. Fig. 11 shows the coverage-time ob-
tained with different cost metrics when the cluster head
nodes forward 50% and 80% of all packets received from
the cluster members in one communication round. In both
cases the Cpw and Cy,s cost metrics perform even better
compared to the C., metric than in the case when the clus-
ter head aggregates all incoming data into one packet. The
improvement in the time during which the network pro-
vides 100% coverage using C,s and Cy, compared with
using Ce, is 2.5x and 3.2 x, respectively, when the cluster
heads forward half of the total received data. When the
cluster heads forward 80% of the total received load, these
improvements are even higher - 3.6x using Cys and 4.5x
using Cy,w compared with using the C., cost metric.
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(b) Cluster head nodes aggregate all
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Fig. 11. The effect of aggregation efficiency on coverage-time for the 200 x 200 m? network with 400 non-uniformly deployed nodes. (a) Cluster head
nodes aggregate all received data to 50% of the total load and (b) cluster head nodes aggregate all received data to 80% of the total load.
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7. Case II: performance of CPCP compared with HEED

As mentioned previously, many clustering protocols are
mainly focused on achieving balanced energy consumption
in the network in order to prolong the lifetime of the indi-
vidual sensor nodes, without regard to the network’s abil-
ity to cover the region of interest. In order to illustrate the
difference between coverage-preserving and energy bal-
ancing approaches for organization of cluster-based sensor
networks, we compare CPCP with the HEED protocol [7].
HEED is a scalable clustering protocol that uniformly dis-
tributes cluster head nodes throughout the network and
prolongs the lifetime of sensor nodes by distributing their
energy consumption.

7.1. Overview of HEED

HEED (hybrid energy-efficient distributed clustering) is
an iterative clustering protocol that uses information about
the nodes’ remaining energy and their communication
costs in order to select the best set of cluster head nodes.
During the clustering process, a sensor node can be either
a tentative cluster head, a final cluster head, or it can be
covered (meaning that it has heard an announcement mes-
sage from a final cluster head node). At the beginning of
the clustering phase, a node with higher remaining energy
has a higher probability CHy, of becoming a tentative
cluster head. If the node becomes a tentative cluster head,
it broadcasts a message to all sensor nodes within its clus-
ter range to announce its new status. All nodes that hear
from at least one tentative cluster head choose their cluster
head nodes based on the costs of the tentative cluster head
nodes. For this purpose, the authors in [7] define the aver-
age reachability power (AMRP), which is a cost metric used
to “break ties” in the cluster head election process. The
AMRP of a node u is defined as the mean of the minimum
power levels required by all M nodes within the cluster
range to reach the node u
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During each iteration, a node that is not “covered” by any
final cluster head can elect itself to become a new tentative
cluster head node based on its probability CHpob. Every
node then doubles its CHp,, and goes to the next step.
Once the node’s CHy,,p, reaches 1, the node can become a
final cluster head, or it can choose its cluster head as the
least cost node from the pool of final cluster head neigh-
bors. If the node completes HEED execution without select-
ing its final cluster head, then it considers itself uncovered
and becomes a final cluster head for the upcoming round.

Once the clusters are formed, all sensors send their data
to the cluster head, where the data are aggregated into a
single packet. The cluster head nodes form a network back-
bone, so packets are routed from the cluster head nodes to
the sink in a multi-hop fashion over the cluster head nodes.

7.2. Simulation results: all sensors active

We compare our CPCP with HEED in scenarios where
400 sensor nodes are deployed either randomly or non-
uniformly over a 200 x 200 m? region. In simulations of
CPCP we follow the same scheme introduced in HEED,
where the elected cluster head nodes form a spanning tree
for inter-cluster routing of data to the sink. We assume
that each cluster head node aggregates its received data
packets into one packet that is sent to the data sink located
in the middle of the area.

In HEED, all sensor nodes continue their sensing task
after the clusters are formed. Therefore, we adopt the same
approach in CPCP for these simulations, and hence all sen-
sor nodes remain in the active state during the communi-
cation phase of CPCP. In contrast to the previous set of
simulations, where the intra-cluster communication was
established among a small number of active sensor nodes
and their cluster heads, here the cluster head nodes spend
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Fig. 12. Comparison of HEED and CPCP in terms of coverage-time. (a) Random deployment and (b) non-uniform deployment.
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a much larger amount of energy in communicating with
their cluster members.

HEED is a distributed clustering protocol that does not
depend on the synchronization of sensor nodes in the net-
work. However, the subsequent broadcasting of announce-
ment messages from the tentative cluster head nodes in
each clustering phase requires quite a bit of energy. In
CPCP however, the nodes using cost Cyw and Cys need to
periodically broadcast their remaining energy, which is
an additional burden on the limited energy resources. Both
clustering algorithms generate uniformly dispersed cluster
head nodes. However, in applications where the sensor
network has to maintain full coverage, the choice of cluster
head nodes significantly impacts the network’s coverage-
time.

Fig. 12 shows the network coverage over time for HEED
and for CPCP using different cost metrics. As shown in this
figure, the results for CPCP from these simulations are
quite similar to the results presented in Section 6. The min-
imum-weight cost metric Cp,, provides 100% coverage for
the longest time and the weighted-sum cost metric Cys
provides almost full coverage for the longest period of
time. The improvement of CPCP over HEED in terms of
100% coverage-time is noticeable using all the cost metrics.
Compared with HEED, the time during which the randomly
deployed network provides full coverage of the monitored
area on average increases by 67% and 125% using C,, and
Cmw, respectively. In the non-uniformly deployed network
this time of full coverage increases even more - by 180%
and 260% using Cys and Cyw, respectively, compared with
HEED.

HEED gives priority to the nodes with higher remaining
energy to be elected as cluster heads. In the case when
nodes can manage variable transmission power, the AMRP
cost metric (used by the nodes to decide among the best
cluster head candidate) depends on the distance between
the potential cluster head and its neighboring nodes. How-
ever, AMRP does not provide any information about the
nodes’ spatial distribution and therefore about the redun-
dancy in coverage provided by the nodes. For example,
Fig. 13 shows two cases of a node S with three neighboring
nodes that are all at the same distance from the node S. In
both cases node S had the same AMRP cost since it needs
the same transmission power to reach all three neighbor-
ing nodes. However, in the first case the sensing area of
node S is completely covered by the sensing areas of its
neighboring nodes, while in the second case this is not
true. Therefore, node S will have higher C, and Cys costs

Fig. 13. Two situations where sensor node S has the same AMRP cost but
different coverage redundancy.

in the second case. This shows that in coverage-preserving
applications the information about the coverage redun-
dancy is crucial to maintaining complete coverage for long
periods of time.

Furthermore, CPCP and HEED produce similar numbers
of clusters, as illustrated in Fig. 14a, which shows the num-
ber of cluster head nodes during the time in which the net-
work provides up to 90% coverage. The cost for extended
coverage-time using coverage-aware cluster head selection
is paid by more dead nodes compared to HEED, as shown
in Fig. 14b. However, while the network loses fewer nodes
using HEED, the network is not able to provide coverage as
long as it can using CPCP, as the nodes that die in HEED are
more important to coverage.

7.3. Hybrid HEED: HEED combined with coverage-preserving
sensor activation

Finally, we measure the coverage-time obtained using a
hybrid version of HEED. In the hybrid HEED protocol, the
clusters are formed according to the original HEED algo-
rithm, and this cluster formation phase is followed by the
selection of active sensor nodes that are able to maximally
cover the network. The C,,s and Cp,, cost metrics are used
for the selection of active sensors, while the rest of the
nodes are put to sleep. We compare hybrid HEED with
two cases of CPCP. The first case corresponds to CPCP de-
scribed in Section 6. The second case corresponds to CPCP
where the routing of cluster head packets is done using the
cluster head nodes rather than the sensor nodes.

Fig. 15 shows the lifetime of the network, defined as the
time for which 100% and 90% network coverage is pre-
served. Both variants of CPCP significantly outperform the
“hybrid HEED” protocol, which again illustrates the impor-
tance of making suitable choices for the cluster head nodes
for coverage-preserving sensor network applications.

8. Which cost metric to use?

In all of our simulations, both coverage-aware cost met-
rics Chw and Cys outperform the energy-aware cost metric
Ce. in terms of coverage-time. The minimum-weight Cp,,
cost metric provides the best results (longest coverage-life-
time) in all scenarios where the sensor network has to pro-
vide complete (100%) coverage of the monitored area.
However, the maintenance of full coverage over the moni-
tored area is extremely expensive, since it requires that
non-redundantly covered nodes are always turned on,
which shortens their lifetime. The weighted-sum cost met-
ric Cys shows better performance than the minimum-
weight cost metric after coverage drops a few percentages,
since it provides a more balanced relationship between the
node’s coverage redundancy and its remaining energy.
Therefore, in applications that require the maintenance of
full coverage, the minimum-weight cost is the best choice,
while for applications that can relax this requirement
slightly, the weighted-sum cost is the best choice.

Although the coverage redundancy cost metric C.. de-
pends only on the sensor’s coverage, it does not perform
well when full coverage is required. This cost metric can
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Fig. 15. Comparison of Hybrid HEED and CPCP in terms of coverage-time for random and non-uniform deployment scenarios. (a) Random deployment of

sensor nodes and (b) non-uniform deployment of sensor nodes.

potentially be used in small size networks, where data
routing is not needed or is done over very small numbers
of hops. Finally, C., performs worse than any other cost
metric, and it should not be the choice for any application
that requires persistent coverage of the monitored area.

9. Conclusion

In this paper we explore different coverage-aware cost
metrics for the selection of the cluster head nodes, active

nodes and routers in wireless sensor networks whose
aim is to maintain coverage of a monitored space. In such
coverage-preserving applications, both the remaining en-
ergy of the sensor nodes as well as the redundancy in their
coverage have to be jointly considered when determining
the best candidates for cluster head nodes, active nodes
and data routers. Through extensive simulations we illus-
trated the shortcomings of using remaining energy or cov-
erage redundancy as the only criteria for the decision
about the nodes’ roles in cluster-based wireless sensor net-
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works. Instead, using the coverage-aware cost metrics pro-
long coverage-time over the monitored area, by minimiz-
ing the use of sensors in sparsely covered areas and those
with low remaining energy.

Our future work will include the implementation of CPCP
in a sensor network test-bed and full experimental evalua-
tion of the proposed coverage-aware cost metrics. Further-
more, we are interested in exploring this coverage-aware
approach in camera-based wireless sensor networks. Our
first results of using the modified cost metrics defined here
for the selection of cameras in a visual sensor networks [26]
prove that these cost metrics can be successfully applied
into this type of ad hoc network. Cameras’ sensing areas
are strictly defined by their viewing volumes, which enables
us to exactly determine the amount of overlap among cam-
eras’ sensing areas once the cameras are calibrated. The
redundancy of image data captured by different cameras
with overlapped views is high, which in energy constrained
visual sensor networks provides space for minimization of
the total data load by extracting the most important image
data from all the captured images. In a distributed camera-
based sensor network, finding a central camera-node that
can perform the cluster head role, which collects image data
from the other cameras and extracts the most relevant im-
age information, is crucial. The work presented in this paper
will serve as a corner stone to analyze this problem.
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