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Abstract

Recent devices developed for emerging wireless netwotks) as 4G cellular net-
works, wireless mesh networks, and mobile ad hoc netwotksp @t multiple com-
munication substrates and require execution of multipiégmols within a layer, which
cannot be supported efficiently by traditional layered @cot stack approaches. Our
goal in this thesis is to discover the minimal set of requeats for simultaneously
supporting the use of multiple protocols in the same stagdrlaithout requiring mod-
ifications of the protocols and retaining that the modwasitthe stack architecture so
that future protocols can easily be incorporated.

To achieve this goal, we propose Universal Protocol StadkS),)which provides
support for the execution of multiple protocols within agagimultaneously in a modu-
lar way through packet-switching, information-sharingd anemory management. The
implementation and simulations of UPS show that the ovetiveaurred to implement
UPS is very low, and little or no modifications are requirecdapt existing protocols
to the UPS framework, yet there is benefit to the applicatiaieims of reduced traffic
or reduced delay/energy. As an example, we develop an agptoaupport multiple
radio interfaces by abstracting all the available intexfagsing a single virtual interface
within the UPS framework. The selection of the specific ptaisinterface to use per
packet is done by the virtual interface, thus ensuring tbahodifications of the upper
layer protocols are required. This provides the opporuoit algorithms at the virtual
interface to optimize the selection of the physical integfto improve the network per-
formance. Results from simulations show that the use oftaaliinterface is feasible
and can improve the network performance.

While new protocol stack architectures are important topsupmultiple proto-
cols and communication interfaces, efficient protocolseapeally important to support
emerging networks. We propose a stateless receiver-bagkigast protocol, called
RBMulticast (Receiver-Based Multicast), which removesieed for costly multicast
tree and neighbor table maintenance, yet provides highessaates and low delay.
This makes RBMulticast an excellent choice for multicagtin dynamic networks,
where state maintenance is costly. Additionally, usingittea of receiver-based rout-
ing for convergecast transmissions, we find the duty cyckerudde as a function of its
distance to the sink to minimize the expected energy disipa
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Chapter 1
Introduction

Wireless network applications are becoming increasinglgutar with the advance-
ment of semiconductor technology leading to affordable ilegilatforms. Entirely
new networks and application areas, such as vehicular netW8], wireless sensor
networks [4], mesh networks [5], body area networks [6], amért grid networks [7],
have been launched because of the advances in speed,litgiabd low power op-
eration of wireless devices. This has led to pervasive esldeployments, provid-
ing users with Internet access or phone services virtuaijyvaere in developed ar-
eas. However, the current protocol architectures, whiclude the traditional layered
approach (e.g., the OSI or TCP/IP layered protocol stackels-layer information-
sharing, and layer fusion architectures, do not fully méilihe advancement of wireless
technology and cannot provide adequate support to thesgemaetworks and appli-
cations.

Additionally, advances are needed in protocols that sughernetwork dynamics
often encountered in emerging networks, due to node mghildde duty-cycling for
energy savings, and time-varying wireless channels. Hasi$ addresses these chal-
lenges, by proposing a protocol stack architecture andesifiprotocols to best support
these emerging networks.



Table 1.1: Comparison of emerging networks.

4G Wireless Mesh Networks Multiple MAC
(WMNSs)

# of radios || Multiple (heterogeneous) Multiple (homogeneous) Single
Switching || Network Radio/Channel MAC
Switching || Low (high penalty) Rare (static network) High (packet based)
frequency
Switching || Always best connected | Increase bandwidth Always best connected
objective

1.1 Motivation for a New Protocol Stack Architecture

The evolution of communication technology has gone frome@icommunication to
wireless communication and from infrastructure-basedroamication to infrastruc-
tureless communication. Emerging wireless networks bmeg challenges due to the
distinct capabilities of the devices and the specific resyagnts of the corresponding
applications.

For example, 4G network studies and standardization warget the integration of
different radio access techniques into a common network.cbmcept of Always Best
Connected (ABC) [8] aims to provide the best connectivityapplications anywhere
and at anytime. Users and mobile devices can choose theadabde access networks
from 2G, 3G, WLAN, WMAN, etc., in a way that best suits theireds. To achieve
this goal, the protocol stack architecture has to suppocha@sms to recognize all
possible incoming and outgoing traffic.

Several wireless mesh network (WMN) [9] studies assumeersutave the ability
to switch among multiple radios. Routers can be inter-cotatewirelessly to form
a network to replace the wired infrastructure network irak@reas. Similarly, multi-
MAC networks [10] allow multiple MAC protocols sharing a gie radio to increase
the one-hop bandwidth to a neighbor node. The idea behind sygtems is that the
MAC protocol can be selected out of a set of MAC protocols attrone according to
real time network conditions. To achieve this goal, the @rot stack architecture has
to support fast interface switching on multiple radio degion a per-packet basis.

In Table 1.1, we list the properties of these emerging ndtavtirat lead to the need



for a new protocol stack architecture that supports matgbtocols and information-
sharing. This table shows that these emerging networksreidguire switching be-
tween multiple radios, or switching between multiple conmication protocols, or
both. Thus, there is a need to investigate a new cross-tayscheme that has uni-
fied support for emerging wireless networks with multiplentounication substrates.

1.2 Existing Protocol Stack Architectures

A communication protocol stack is placed within both thetwafe and the hardware
of a system. Typically, the physical layer and the MAC layer within the hardware.
The remaining protocol layers are implemented within tHfensrre, including the rout-
ing and transport protocols, along with intermediate nmedaire and platform specific
modules, which are programmed in the kernel of operatingesys such as Linux or
TinyOS, the operating system designed for wireless seretoranks [11]. In order to
support the communication protocols, system servicesféea cequired, such as ser-
vices for domain name resolution (DNS), or services momtpthe residual energy
and link quality of the node’s neighbors, which may be nemgsir making routing
decisions.

Recent wireless devices, such as cellular phones, tabtgiui®rs, and laptop com-
puters, are designed to support multiple radio commumnasubstrates, including
GSM, CDMA, WiFi, Bluetooth, or ZigBee. A common method to enke the connec-
tivity of current multi-radio devices is to provide an orddrist of networks to access.
For example, when a user is within WiFi coverage, the maldiio device uses WiFi for
connectivity, and only if WiFi coverage is not availableeththe device switches to a
cellular network [12]. Such methods view the network anchetghconditions in a very
simplistic way, and they do not consider the QoS requiremeidifferent applications,
such as delay or throughput. Furthermore, such methodsugmbging architectures
are network and framework specific and thus are limited talgfieed networks and
devices.

The traditional layered protocol stack approach does rfet stipport for multiple
protocols in a single layer; therefore the protocol desidpas to make some appropriate
modifications of the stack (e.g., middleware, or off-flow loé regular packet path) in



order to support multiple MAC/PHY protocols or multiple towg protocols. In order
to support different networks, researchers today mostiygan supporting handover
between specific networks, and only Layer 1 criteria arertako consideration for
the handover decision [13].

At the other extreme of the layered protocol stack are clagsr protocols. These
protocols are often designed for a specific network to imptbe lifetime or end-to-end
quality of service (QoS) provided to the application. Thare two types of cross-layer
protocols: ones that share information among several dgaceant layers (information-
sharing), and ones that combine two or more layers into desingegrated layer (layer
fusion). Both of these cross-layer designs let protocodgpecate and share information
to best support the application and the specific networkayepént, but they require
custom designs and cannot easily support multiple proscgiotultaneously. The lack
of modularity also makes these cross-layer designs inflexib

What is needed, instead, is an architecture that enabldsIsteel support for het-
erogeneous networks, as well as the protocols and algaithat allow nodes to make
smart decisions regarding the use of multiple heterogeneetworks. Eventually,
through the merging at the individual devices, and with titeoduction of techniques
to enable cross-layer/cross-node interactions, we caridadenefit to all devices in
the co-located networks. This will have the following adizges: i) more efficient use
of scarce network resources such as bandwidth and devicgyengproviding seam-
less network connectivity, and iii) enabling the optimiaatof different application
QoS objectives, such as low delay.

In order to support not only current but also emerging andréutvireless networks
and protocols, a protocol stack should be flexible, easy e¢cansl to update, and sim-
ple. Flexibility is important, as new protocols must be aol@perate within existing
networks, and the amount of work necessary to migrate potdéocto any new stack
framework should be low. Thus, a good protocol stack shoalddsigned to support
protocol swapping. In order to ensure fast adoption, théopmd stack should be sim-
ple enough to make it easy to use and update. We believe @ tfoals can be met
through a layered protocol stack that provides unified acte#s data structures and
does not include hidden operations.



1.3 Motivation for Receiver-Based Protocols

Dynamic networks are common in the pervasive wireless gepdmts of emerging
networks. The source of these dynamics varies for diffempptications and different
networks. For example, node mobility is one cause of netwlgriamics, imposing re-
strictions on the routing protocol. Frequent route recgieatised by topology changes
can result in a considerable amount of overhead and wiltaffee performance of the
network. Commonly used duty-cycling (sleep-awake cycbhthe nodes) in wireless
sensor networks also contributes to the dynamic natureeohéitworks. Sensor nodes
may temporally go off-line to save energy, and hence all sogd to repeatedly poll
the neighbors to avoid transmission failures and excesi&ilays.

All of these issues arise due to the attempt to maintain @odagtwork information
in dynamic networks. In proactive and reactive protocosisions about routing and
medium access control are made by the sender, using whataterinformation the
sender has available, which may be stale in dynamic wiralessorks. Receiver-
based protocols represent a fundamentally different wayaking decisions, where the
potential receivers of a packet make decisions in a didegtbmanner, rather than the
sender making decisions. Thus, the current spatio-terhpeighborhoods participate
in the decision making processes to avoid frequent upd&iafoomation necessitated
by traditional sender-based protocols.

As we will show in our proposed Receiver-Based MulticastfREBicast) protocol,
by ensuring that neighbors that make the most forward pssgrethe destination have
a higher priority to become the next hop node, we are ablertwmve the need for
costly state maintenance (e.g., tree/mesh/neighbor tadiletenance). This is a crucial
property, making receiver-based protocols ideally suibedlynamic networks.

1.4 Research Contributions

This thesis aims to understand the issues associated witkess communication pro-
tocol stack design and to develop a protocol stack and agsdcprotocols that can
better support current and emerging networks that requinenified access to data
structures, 2) support for multiple protocols in the sanaelsiayer, and 3) efficient
protocols that support network dynamics. The specific doumions of my work in-



clude the following:

e The concept and benefits/limitations of a traditional lageapproach and of
cross-layer interactions are studied, and the requiresramew emerging net-
works are discussed, leading to a set of goals for a new pybstack architec-
ture [14].

e As part of the work in [14], a single layer cross-layer praio¥LM [15] is im-
plemented into the X-Lisa information-sharing protocalcht architecture. The
advantage of modularized protocol design through switgthie MAC protocol is
demonstrated through swapping the existing XLM MAC with aviheow Power
Listening MAC protocol called XLM/LPL. Simulation resulghows that X-Lisa
can be successfully used as a flexible information shariamgckgtrotocol, but it
lacks the ability to support multiple protocols in the samger simultaneously,
and it does not provide a universal information-sharingrifiaice.

e A new protocol stack architecture called UPS (Universatdal Stack) is pro-
posed [16]. UPS standardizes a modular protocol stack tipgtosts concurrent
protocol operation and information sharing. This archiiee offers a new per-
spective on protocol selection by implementing protocataves between layers.
Each protocol thus focus on its core task, and the informati@ring and packet
path through the protocol stack are handled by the stack.

e The use cases of UPS are demonstrated through simulatiamged mobile and
static networks as well as through a TinyOS sensor netwopkementation of
UPS [16]. The results demonstrate that the UPS frameworkbeaapplied to
existing protocols with no interference between diffeqgmotocol modules in the
same layer.

e Avirtual interface approach is proposed that abstracthalavailable interfaces
using a single virtual interface. No modifications to thesia$ (L3) routing pro-
tocol and above layers are required, and packets can beessyniransmitted
from any of the available interfaces. This provides the ooty for performing
smart physical interface selection at the virtual integfeimprove the network



performance. Results from these simulations show thatgaeftia virtual inter-
face can improve the network performance.

e A stateless receiver-based multicast protocol is develdpat simply uses a list
of the multicast members’ (e.g., sinks’) addresses, endxbdid packet head-
ers, to enable receivers to decide the best way to forwardntécast traf-
fic [17,18]. This protocol, called RBMulticast (Receiveafd Multicast), ex-
ploits the knowledge of the geographic locations of the saulgained through
UPS information sharing to remove the need for costly staatanance (e.g.,
tree/mesh/neighbor table maintenance), which makes R&d®dat ideally suited
for multicasting in dynamic networks.

e An adaptation method for distance-based duty cycling ip@sed for receiver-
based convergecast networks [19]. Based on local obserafit,twe derive
a closed-form formula for the duty cycle that minimizes thxpected energy
consumption at a given distance while ensuring packet elglivemains high.
Performance evaluations of the proposed duty cycle assghmethod show
that it greatly improves the energy efficiency without sia@ng packet delivery
ratio or delay significantly.

1.5 Thesis Organization

This thesis is organized as follows: Chapter 2 elaboratéberelated work in the area
of protocol stacks, receiver-based routing, multicastingy and node duty cycling.

Chapter 3 evaluates the X-Lisa information-sharing aectitre with the implementa-
tion of a layer-fusion protocol XLM. Chapter 4 proposes aversal protocol stack,

UPS, for emerging wireless networks. Chapter 5 proposesualinterface to enable

heterogeneous devices in UPS. Chapter 6 proposes a statelégast routing proto-

col, RBMulticast, for dynamic networks. Similarly, Chap#analyzes and optimizes
receiver-based convergecast with an energy-efficient dytle schedule assignment.
Chapter 8 finally concludes the thesis and provides thoughfsture research in this
area.



Chapter 2

Related Work

This chapter provides background on the issues addresstdsbynesis. We survey
the literature related to cross-layer designs, receigset protocols, multicast routing,
and duty cycle control.

2.1 Protocol Stacks for Multiple Protocols

Due to the inadequacies of the traditional OSI and TCP/IEksipproaches, there have
been several efforts to revise these stack structuresx-Reenel protocol architecture
proposed in [20] defines a uniform set of abstractions foapsalating protocols. The
dynamic network architecture described in [21], builbeKernel, replaces the layered
approach by a complex protocol graph, where a protocol cem ingerfaces to multiple
other protocols. Although the protocol graph idea and thetabstractions provide
similar functionality to the UPS Protocol Interface appioave propose in Chapter 4,
there is no information-sharing interface or unified pad®tess mechanism defined
in [21]. Moreover, an important contribution of this thegisrk is the investigation of
the execution of multiple protocols simultaneously, whighot covered in either [20]
or [21].

The Recursive Network Architecture (RNA) [22] defines dymaprotocol stacks
that are recursively adjusted and expanded at runtime ghrpuotocol discovery of
self and neighbor nodes’ protocol stacks. However, suclaeiyn configuration mech-
anisms require reprogramming of existing protocols. Ondtier hand, UPS main-



tains the integrity of protocols and does not intervene \iligh protocols outside the
well-defined UPS interfaces.

MobileMan [23] is proposed for MANETSs where an abstractethdase, called the
network status (NeSt), is used by all layers of the stackuiinoa publish/subscribe
API. The protocols that need information from other layeasento register with NeSt
using a subscribe API for event notifications regardingitifisrmation. A publish API
is used by protocols to notify NeSt of the occurrence of amethet may be of interest
to other protocols. Hence, MobileMan provides the analggouctions to our UPS
information sharing interface, although it lacks the UP&gcol interface functions to
offer flexible stack layer design and to support the co-exrise¢ of multiple protocols.

In [24], a staircase protocol stack is proposed for VANETselo the wide spec-
trum of applications (vehicle-to-vehicle and vehiclertmdside communication) and
various types of communication (uni- and multicast, Wikt a®nsor networks), ser-
vices in VANETSs tend to be application-oriented. The stsecapproach provides a
method whereby the application layer can directly bypassitelayers to control the
lower layers. The staircase approach is a special case bRBdramework by placing
dummy bypass protocol modules into layers, as illustratesiiction 4.3.2.

Kumar et al. propose SensorStack [25], a five layer prototamksfor wireless
sensor networks where a “Data Fusion Layer” is employecatssof the traditional
“Transport Layer” in the OSI protocol stack [26]. SensocRtdocuses on the ex-
change of information across stack boundaries. Cross-fagdules share information
through system-wide management modules in order to retadurarity. The services
of SensorStack are outside the protocol stack, since thgrddees not define a stack
that shares protocol modules. These services send packettydto the radio, by-
passing the routing and MAC layer. This stack approach isflegible and hard to
employ within a network since it defines direct access to thgsial layer without
going through the MAC, which results in channel access witlamy control for the
services.

X-Lisa [14] uses a similar concept of information-sharimgSensorStack, using
system-wide management modules to unify an informatiaris interface. How-
ever, X-Lisa inserts an additional layer between the Rguand MAC layers in the
original OSI protocol stack. This appended layer, calleddGLexchanges informa-



10

tion between neighbor nodes through piggy-backing infétwneonto broadcast pack-
ets. CLOI inserts and retrieves shared information frontyebeoadcast packet that
is passed through the Routing and MAC layers. In this thesipgsal, we show that
two cross-layer protocols (DAPR [27] and XLM [15]) can be nfdl for the X-Lisa
architecture, and we show the qualitative and quantitdiemefits brought by using
X-Lisa. X-Lisa also enables the exchange of informatiowieein the nodes through
piggy-backing the information on outgoing packets. Howge¥Xelisa does not con-
sider the possibility of employing multiple network modsikg the same timehence
we developed the UPS protocol stack architecture.

The Chameleon architecture is proposed for wireless semstworks to build
generic MAC modules in order for a routing protocol to acdbssheterogeneous un-
derlying radio devices [28]. Chameleon decomposes theeeMAC layer and part
of the routing layer functionalities into basic functiordbcks to build these generic
MAC modules. This approach is specifically developed fortipld radio scenarios
where one routing protocol is associated with multiple MAGtpcols. However, UPS
enables a more generalized method of protocol interface#imabe used for all layers.
Chameleon also only provides limited cross-layer infoiorasharing support, where
information is exchanged through appending the intendiedrmation to packets.

TinyOS is an open-source operating system designed folesgsensor networks.
Primitive support for multiple protocols is achieved via #hctive Message mechanism
in [29]. However, Active Messaging is not a protocol stackhéecture, instead it
provides a tool for packet handling. This mechanism can bd t@ implementing the
UPS-PI The implementation of UPS in TinyOS includes a Message ®Rablinternal
packet layout to support packet switching within the protstack

2.2 Receiver-Based Routing

Receiver-based communication is an opportunistic way imkthg about routing in

that decisions are not required to be made at the sendergidesbead are made at the
receiver side. For example, a source node in EXOR [30] bastdpackets that include
a potential forwarders’ list inside the header, and theser@l forwarders contend to
forward the packet through the use of different back-offesmwhich depend on the
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network distance to the destination. A source node in XLM lifoadcasts packets
with the destination’s geographic location in the headed every receiver contends
to forward the packet through the use of different back-afets, which depend on the
geographic distance to the destination. SOAR [31] usesdheedsdea, but in addi-
tion supports multiple paths for strategically selectiatpy nodes. In other words, in
receiver-based routing, decision-making is deferredeégttssible receivers, that make
decisions in a distributed manner.

Receiver-based routing is different from “On-demand” [82]'Reactive” routing
in that reactive routing calculates a route at the time a @aisksent down to the MAC
layer. For example, AODV [33] begins transmission by firstdiag a “RouteRequest”
to create temporary routes among intermediate nodes andrdmesmits data packets
through the route established by the RouteRequest.

The ability to transmit data without requiring a route to benfied is enabled via
extra knowledge in the MAC layer and the joint decisions afereer nodes. Nodes
could be assigned an ID in a structured manner and hence opxtddes are implied
in the destination address itself. For example, a node’sablee assigned as the hop
count from the sink to the node, assigned from an initial flogccontrol packet. In
this case, DATA packets are broadcast by the MAC layer, ahygmotential next-hop
nodes (smaller ID nodes) relay it to the destination. As lagoexample, nodes may
have statistics (e.g., energy, channel quality) that casklst in making forwarding
decisions. A source node can send a request-to-send (RTEtpanabling potential
receivers to contend for the ability to forward the packathwhe receiver node that
has the best route being the first to return a clear-to-sem&) @ receive this packet.

Researchers have analyzed the performance of received-b@aging through math-
ematical models [34] [35] and shown that receiver-basetinmgprotocols perform well
in terms of hop distance, energy and latency. Unicast traffissumed in these works,
hence, for convergecast and multicast traffic, furtheristdre required.

2.3 Multicast Routing

Existing multicast protocols for WSNs and mobile ad-hoovoeks (MANETS) gener-
ally use a tree to connect the multicast members [36] [37] [38] [40] [41]. For ex-
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ample, the Takahashi-Matsuyama heuristic can be usedrenmentally build a Steiner
tree for multicast routing [42] [43]. Additionally, multast algorithms rely on rout-
ing tables maintained at intermediate nodes for building araintaining the multi-
cast tree [44] [45]. ODMRP [36], CAMP [37] and PUMA [38] areitgble for high
mobility rates when a large number of nodes are needed tcafdrdata messages.
MAODYV [39], ADMR [40] and AMRIS [41] require fewer nodes butare recon-
structing of trees for forwarding data messages.

In location-based approaches to multicast routing [46] [48], nodes obtain lo-
cation information by default as an application requirenhfergy., a home fire detection
sensor would know where it is located) or as provided by aesyshodule (e.g., GPS
or a location-finding service). If location information isidgwn, multicast routing is
possible based solely on location information without dnidy any external tree struc-
ture. For example, PBM [49] weights the number of next hogimeor nodes and total
geographic distance from the current node to all destinatmdes and compares this
to a predefined threshold to decide whether or not the pabketid be split. PBM is
a generalization of GFG (Greedy-Face-Greedy) [50] routingperate over multiple
destinations. GMR [51] selects neighbors based on a costpregress framework
integrated with greedy neighbor selection. Geocast [S5Ryels multicast packets by
restricted flooding. Nodes forward multicast packets ofllgey are in the Forwarding
Zone calculated at run time from global knowledge of logatidormation.

In this thesis, we propose RBMulticast, which differs fronese location-based
approaches in that it is completely stateless and hence sity giate maintenance
is required. The state maintenance of conventional mgkipeotocols requires extra
traffic to keep the state information up to date, as well asirggy processing of the
state information communicated and storage of this stdtenmation. On the other
hand, in RBMulticast, only the node’s own location and thealn of the multicast
members are needed for multicast packet routing.

2.4 Duty Cycle Control

Duty cycling is an aggressive means to save the energy @rgaiperated devices. The
duty cycling method shuts down radio subsystems whenevirsare not participating
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in radio communication. For resource limited applicatiohis intuitive to make nodes
sleep whenever possible. For example, wireless sensosmwatielow data rates will
spend most of their time in the idle state, and thus largesgeam be achieved by
reducing the energy wasted in idle listening.

Most often, all nodes in the network have the same duty cytlerder to facilitate
communication among the nodes. In some cases, all nodastygdles are synchro-
nized [53] [54], while in other cases, the nodes’ duty cy@ss asynchronous, so the
nodes wake up at random times in relation to each other [F][§].

Recent work has looked at adapting the duty cycle to the loe@bork conditions.
For example, adapting the duty cycle to the local traffic wagppsed in PMAC [58],
where the sleep-wakeup schedule is represented by a sfribigsdhat are updated
each period using local traffic information available at tloele. These schedules are
exchanged at the end of each period, so that neighboringsrasdeaware of each oth-
ers’ schedules. Another adaptive duty cycle approach, Aldejusts a node’s duty
cycle according to the node’s neighbors’ duty cycles in ptdesupport the data flows
it receives [59]. However, none of these approaches opitiie duty cycle for con-
vergecast data patterns and receiver-based routing.

In convergecast communication, the packet traffic obseavednd the sink node
is much higher than the traffic observed far from the sink, nedes with different
distances to the sink node receive and must relay differaouats of traffic. It is clear
that a network-wide fixed duty cycle will not provide the apél trade-off between
energy efficiency and latency.

In this thesis, we utilize receiver-based protocols, wheoable nodes to commu-
nicate with no synchronization or neighbor informationg dxence do not require all
nodes in the network to have the same duty cycle.



Chapter 3

Evaluation of the X-Lisa Cross-Layer
Protocol Architecture

In this chapter, we examine an existing information-sttayered architecture called
X-Lisa [14] to evaluate its ability to support informati@maring among protocol lay-
ers. We select a layer-fusion cross-layer protocol calletX15] as our target com-
munication protocol. XLM is of particular interest becalisepresents an extreme in
cross-layer designs, consisting of only a single layer taaties out all of the func-
tionality from the application layer to the MAC layer. Hendes a good candidate to
test the benefits and limitations of a layered informatibargg architecture such as
X-Lisa.

We show that the XLM single layer protocol can be implememteailayered stack
structure with information-sharing with no performancegm@elation. Additionally, we
show that we can easily swap MAC protocols if we properly glesi communication
protocol using a layered approach.

The results of this chapter reveal some design limitionk@X-Lisa protocol stack
architecture that we discovered during the implementatioine XLM/X-Lisa protocol.
Therefore, a new universal protocol stack UPS will be inticeet in the next chapter as
a solution for emerging wireless networks.

14
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Figure 3.1: X-Lisa architecture.

3.1 X-Lisa: Cross-Layer Information-Sharing Archi-
tecture

The goal of X-Lisa is to provide protocol stack infrastruetsupport for information
exchange, either between layers within a node or among bbeigh X-Lisa combines
simplicity with support for cross-layer interactions,\8ees, information propagation
and event notification.

X-Lisa maintains three data structures that are used te stosired information:
neighbor table, message pool, and sink table. Shared datztwses are accessed
through an additional interface called CLOI (Cross-Layeti@ization Interface).
CLOI also includes an extended pseudo layer between the MAnatwork layers
to intercept packets. This process is done implicitly taygimack/exchange extra infor-
mation among neighbor nodes. The MAC and network layers tloeed to know the
underlying manipulations behind CLOI and X-Lisa. The Xd.ijgrotocol architecture
is shown in Fig. 3.1.

The neighbor table stores shared information about the neeléand about neigh-
bor nodes. The categories of shared information are presefiough CLOI interfaces
at compile time. A default set of important parameters iiidied as necessary for
improving the performance of many sensor network protoc®lse default neighbor
table is shown in Fig. 3.2. Each row in the neighbor tableesttihe information shared
with a target neighbor node, and table entries are updatedgh information piggy-



16

ID| Time Stamp Loc. €rem | Abilities Entity LQ [Status
2B 8B 6B 1B 1B 1B 1B 1B
Id; ti Ts, Yi, Bi | € Vi.in B 0 S
Id; tj Tj, Yiy, %i| € Vin E; LQij;| S;

| 1 [027522 (29.95)|20, 50, 4] 0.5 [0x2 (Light)[0x37 (Door)| 0.2 [ 0x1 |

Figure 3.2: A neighbor table is kept at every nadeith information about itself and
each of its neighbors.

backed onto other packets, which are intercepted by the Giy@l between the MAC
and network layers.

The Message pool records information about data packetsidimg the type and
priority of the packets. The message pool can be used withalghbor table to help
each layer make decisions about routing and sleep schediites Sink table stores
required critical information about the various sinks ie tletwork, including distance
to the sink and attributes of the sink nodes. Both the messagkand the sink table
need to be defined at compile time, and are not used in the ingoltion of XLM
described in this chapter. Detailed definitions of the datectures can be found in [14].

An important service provided by X-Lisa is the location seev The location ser-
vice of X-Lisa periodically updates a node’s coordinates] £LOI exchanges this
information with the node’s neighbors. Thus the neighbblgias kept up-to-date on
the location of the node and each of its neighbors, removiegourden of perform-
ing this location service from the routing protocol. As vk introduced in the next
section, XLM packet forwarding is based on the geograptdation of the nodes, and
hence this location information is critical in the XLM prat design.

3.2 XLM: A Fused-Layer Protocol for Wireless Sensor
Networks

The intention of XLM [15] is to avoid the issues in the tradital layered protocol
approach with a complete unified protocol. All the functitiies of the traditional
communication stack layers are converged into a single leadXLM. Hence, XLM

belongs to the the layer-fusion cross-layer approach. Ew#na single layer design,
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XLM provides the routing/MAC functionality and supportsic&ast communication.

By allowing all functionality to reside within a unified layeouting decisions can
be made with the information exchange of MAC layer contratkeds. The expo-
sure of the lower layer information to the routing layer reelsithe overhead of extra
information exchanges. Furthermore, because componantaacess any necessary
information directly, efficient energy consumption medkars and congestion control
can be implemented in a straight forward manner.

Network communication in XLM is based on a MACAW [60] stylertashaking
protocol, where data transmission is based on 4 types ofep&CIRTS (request-to-
send), CTS (clear-to-send), DATA, ACK. The XLM message grarssion process is
determined by the following hand-shake steps:

1. If node A wants to transmit a message to the sink, node Afingtlbroadcast an
RTS packet. Other nodes that receive the RTS packet ackdgaleith a CTS
packet to node A after a delay determined by a cost functianistbased on their
distance to the sink.

2. Node A will choose the first returned CTS packet as the wimfi¢his hand-
shake. This will trigger node A to start sending DATA packe&tghe winner,
node B.

3. When node B receives a DATA packet, it responds with an A@Ekpt corre-
sponding to the received DATA packet. Thus, XLM implemenssap-and-wait
acknowledgement protocol, where each ACK packet correfptima particular
DATA packet, and the transmitter (node A) does not send anddATA packet
until receiving an ACK for the previous DATA packet. This pealure is repeated
until all DATA packets are successfully received and ackedged by node B.

4. The rest of the nodes covered in the radio range of any aCir&/DATA/ACK
packets know that there are active on-going communicatiand hence they
enter the sleep state to save energy and to avoid packedicodi

In this routing/MAC mechanism, the sender node passiveboshs the first re-
sponding node as the winner node to establish the connedfienclassify this to be
receiver-based communication because, instead of theseradking the decision about
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the next-hop node, the packet route is determined by the GEkofff time chosen by
the potential receiver nodes.

The potential receiver nodes’ CTS return back-off delayeBnare a function of
distance from the node to the sink node. This back-off tinoetermined as follow. The
RTS packet coverage range is divided ifNp priority regions, in increasing distance
order from the transmitter. Each priority region correggoto a backoff window size,
CW;. Nodes in the feasible region, which is the region where &diprogress to the
sink is ensured, will send CTS packets with back-off tiné” ' CW; + cw;, where
cw; is a random generated number numkeif0, CWW;]. Thus, nodes nearer to the
destination will become the winner of the current contantioie to smaller back-off
times. Neighbor nodes not in the feasible region are furéiney form the sink node
than the transmitter and will not return CTS packets in raspdo RTS packets.

XLM is also classified as a geographic routing protocol, bheeadistance is used
to calculate the back-off delay function and to make routiegisions. In our X-Lisa
implementation, this location information is stored andintened by the neighbor
table in X-Lisa for every node.

3.3 XLM/X-Lisa: Example of Layer Fusion Decompo-
sition

XLM exhibits total layer fusion and is the counter-part ofagéred protocol stack. It
is desirable for an information-sharing cross-layer appho(such as X-Lisa) be able
to replicate the performance achieved by XLM while maintagrthe convenience of
modular protocol layers. In our work, we show that this isgiole. Furthermore, we
illustrate the advantage of using a modular scheme by swgpipe MAC protocol from
the original XLM’s MAC functions to a Low-Power-Listenin§PL) scheme [55].

3.3.1 Layer Implementation

In the initial protocol suite, we decomposed XLM into thedaynodules shown in
Fig. 3.1 and included them in the X-Lisa architecture. The eatity, called XLM/X-
Lisa, is shown in Fig. 3.3(b) and is the layered version of XLM
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Figure 3.3: The original XLM (a), was broken into a layeretiesme (XLM / X-Lisa)
(b), and its MAC layer was replaced (c). Arrows show packethexges between
layers, and squares show information exchanges.

From the application layer’s perspective, XLM/X-Lisa issdgned to have the same
send/receive function call interface. With no change ofekisting code, the applica-
tion layer is able to switch from the original XLM to XLM/X-Isa and expect the same
packet send/receive behavior.

The transport layer extracts information from the user dathsegments long data
packets. Long data will be decomposed into several smathsats of data that can fit
into the network layer packet payload. A transport layedeeavill be added on these
data chunks before they are delivered to the lower layer.

In this suite, the network layer XLM/Net has limited rolesedause the role of
routing is transfered to the Linker layer, XLM/Net does need to maintain a routing
table. Hence, there are no extra control packets generedadthe Network layer.
Since there is no need to exchange information between nletaygers among different
nodes, XLM/X-Lisa minimizes the packet size by ignoring Metwork layer’'s header.
XLM/Net simply maintains a queue of stored packets for thekllayer.

The Link layer XLM/MAC performs the RTS/CTS/DATA/ACK packenand-
shaking and controls the radio on/off for duty-cycling. Retalelivery failure informa-
tion is shared with the Application layer by X-Lisa's CLOlt@&nface to control traffic
congestion.
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3.3.2 Information Exchange with X-Lisa

In XLM and XLM/X-Lisa, receiver nodes make routing decissowith an initiative
concept. According to dynamic statistics and an initiatjveceiver nodes can calculate
and decide if they should accept a given RTS packet. Thewollpis the calculation
of initiative

§rrs = Ern
Th
1 Zf )\relay S )\relay
,l — ) 5 S ﬁmax
Erem Z E;Z:;L
L 0, otherwise

Errs 1S the SNR of the received RTS packet, afyg is the SNR threshold. RTS
packets with lowek s than the threshold will be ignored by the receiveks.;,, is
the current relay rate, which represents the number of pathat have been routed in
a unit time period.)\fe’}ay is the relay rate threshold. A node with too many packets
in the routing queue results in lager relay rate than thestiokel; receiver nodes will
stop relaying more packets by not joining the current rautontention competition.
S is the current packet memory buffer usage, &fid” is the buffer usage threshold.
E,em is the remaining energy in the node, aff}" is the minimum remaining energy
required. Nodes with low energy will not join the contentioompetition and route
packets.. = 1 means that the receiver is allowed to return a CTS packet; and
means that it is not allowed.

Congestion control is accomplished by coordinating the d@neration rate of
the nodes. Data generation rate will vary according to tediiack of the sending and
receiving packets from the XLM/MAC layer. The Applicaticaykr utilizes a mecha-
nism that increases the data generation katehen an ACK packet is received. This
implies that the data rate can be increased whenever a detatpa successfully de-
livered. Additionally,\ decreases if no CTS packet is received after sending an RTS
packet. It is assumed that the cause of absent CTS packet te the busy states of all
neighbor nodes.

X-Lisa uses the neighbor table as a central storage of theshpdsitions for loca-
tion look-up. Because X-Lisa piggy-backs necessary in&tiom to packets, the packet
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Figure 3.4: The flow graph for sending a packet. The arrows, of, andd indicate
the packet buffer usage, packet rate, and distance infmmexchanged through the
X-Lisa interfaces.

payload of the Link layer will have the extra information addoy CLOI.

3.3.3 Input/Output Packet Flow

The sender side of the XLM/X-Lisa protocol is shown in Figd.3To initiate a trans-
mission, the sender side of the application generates a eguest to send data. The
data will be forwarded to the Transport layer. The data geiar rate) is adjusted
according to the collision information of the MAC layer.

Data from the user will be segmented into small data packetdalivered to the
Network layer packet queue, and the Network layer will th&sue a send-request to
the MAC layer. If the MAC layer is idle when the Network layesrsl the request,
it will accept the request and start the first RTS packet ferRiS/CTS/DATA/ACK
hand-shaking process.

If the MAC layer receives a response CTS packet, it knowstti@trelay node is
decided. Then, it will get the first data segment from the XNet protocol, add a link
layer header, send out this DATA packet to the receiver nadd, wait for an ACK
packet for this DATA packet. Every DATA packet has a corresfing ACK packet.
After the MAC receives the last ACK packet, it returnsi@neevent to XLM/Net for
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Figure 3.5: The packet flow graph of a node acting as the recewde. The arrows
of 4, A\, andd indicate the packet buffer usage, packet rate, and distafmenation
exchanged through the X-Lisa interfaces.

cleaning the packet queue. The value\akill be updated by Link layer according to
the CTS and ACK packets’ status, as described in Sec. 3.3.2.

The sender node will go to the idle state if there are no fupaekets in the
XLM/Net queue. Otherwise, it will wait a random period bef@ending the next packet
to avoid network congestion.

A packet flow graph of a receiver node is presented in Fig. 8/hen the node
receives an RTS packet, it uses CLOI to get the location oé&meler and the destina-
tion node. It then calculates the distance to the destinatale and the current feasible
region. If the receiver node is not inside the feasible negioe RTS packet will then be
dropped. The receiver node will go to the sleep state in dodssve energy. Otherwise,
the initiative: is calculated from the current statistics of the node.

If 2 equals 0O, the node will go to the sleep state. Otherwiseeduals 1, then
the node will return a CTS packet with a backoff time accagdim its distance to the
destination node. The reciever node will go to the idle saatkwait for the first DATA
packet. After the requested DATA packet is received, it idIforwarded to the upper
layer to a receiving buffer inside the XLM/Net layer. Immadily, the XLM/MAC
layer sends back an ACK packet. Every DATA packet has a qooreting ACK packet.
If it is the last ACK packet, the XLM/Net layer will be notifietb do either of the
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following two steps according to whether the reciever nadiné destination node. If
the receiver node is the destination, it will upload all tletadpackets to the transport
layer. Otherwise, the receiver node will redirect the datekpts to the output packet
gueue inside the XLM/Net protocol. Fig. 3.5 assumes thevegciode is the destination
node of the arriving packet.

3.4 XLM/LPL: Example of Protocol Swapping

Modular designs allow replacing a protocol with little or ddficulties, otherwise,
the benefit of including a new protocol may be outweighed kg dmount of work
necessary to incorporate them into an existing framework.

X-Lisa enables the insertion of new protocols through theraypriate use of the
CLOIl interface. To show the flexibility of X-Lisa, we experant with swapping the
MAC protocol from the XLM/MAC to a low-power-listening (LPLMAC protocol.

3.4.1 Protocol Swapping Implementation

The new protocol suite is a variant of XLM/X-Lisa: the origifMAC layer was re-
placed by the LPL MAC protocol SpeckMAC-D [55], as illusedtin Fig. 3.3(c). We
named the new entity XLM/LPL/X-Lisa.

In SpeckMAC-D, every node sleeps s between wake-ups, whetgis the inter-
listening time. In order to guarantee that the receiverwadke up at some point during
a transmission, a sender must repeat the same packgtsfolf a node wakes up and
receives a packet, its MAC protocol forwards it to the netwlayer before sleeping for
the rest of the cycle. In SpeckMAC-D, no RTS/CTS/ACK contratkets are used in
the packet delivery.

Because packet delivery of XLM/X-Lisa cross-layered desggbased on location
information, SpeckMAC-D is modified to support locationanmhation by making re-
ceiver nodes route packets only if they are closer to therggiin node. This is similar
to restricted flooding of packets in Geocast [52].

Similarly to XLM, we modified XLM/LPL/X-Lisa to route packstonly if the node
is closer to the destination, which is determined via thasible region.”
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Figure 3.6: The source node is at (0,0) and the sink node 80a6@). Radio range is
30m.

Table 3.1: Simulation results of XLM/LPL/X-Lisa and XLM/Xisa.

XLM/LPL/X-Lisa | XLM/X-Lisa
Received Packets 165 2036
Transmitted Packets 3674 378
Goodput 0.75 1.0
Latency 1.503 0.683

The two suites of protocols were implemented in TinyOS andilated with
TOSSIM. We conducted emulations on 10 nodes with the toyodbgwn in Fig. 3.6.
The source node at location (0, 0) sends a packet to the sohk aiolocation (60, 60)
every 5s, for a total simulation time of 106. The results are shown in Table 3.1.

These results show that XLM/LPL/X-LISA sends more packaentits original
counterpart because the LPL scheme repeatedly sends pagket; s. The RTS/CTS
handshake accounts for over a third of the 378 packets titasim the XLM/X-Lisa
suite.

On the other hand, XLM/X-Lisa receives more packets becausey communi-
cation requires a hand-shake, and because many nodeser&83e®CTS/DATA/ACK
packets even though they have lost the contention to othédgshand are not part of
the communication. Finally, both suites exhibit high goadgreater than 75%), with
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XLM/X-Lisa showing better performance. Likewise, XLM/Xida yields lower la-
tency.

These results show that the replacement of the original XWMZ protocol by
SpeckMAC-D is feasible and X-Lisa did not degrade the penéoice of the proto-
col: according to a set of quantifiable metrics, the two sutehave according to our
expectations.

3.5 Conclusions

In this chapter, we showed that X-Lisa is expressive enoagpport the decomposi-
tion of the layer-fusion protocol XLM. We also showed that ttesign of a new protocol
suite is possible through “swapping” different protocoldntes in a layered protocol
stack. A new protocol suite XLM/LPL/X-Lisa was proposed hatit modifying the
rest of the system, by simply swapping the MAC protocol medul

Even though we demonstrated the strength of the X-Lisammédion-sharing lay-
ered architecture, there are still many questions that iremoes X-Lisa have the
complete/right support for networks beyond sensor neta®iX-Lisa provides neigh-
bor tables for information exchange between neighbor ndslesuld we also maintain
records for nodes further away? Should we have the infoomasible format the same
for all nodes and network protocols/applications? Differprotocols require differ-
ent services, and there are potentially an infinite numbeoetible protocols. Should
CLOI keep growing to include all the unforeseen new servioeshould we unhook
CLOI from the stack structure in order to reasonably mam@iOI?

More importantly, recent devices developed for emergingelss networks sup-
port multiple communication substrates and require thewi@n of multiple protocols
within a layer. The CLOI layer between the routing and MACdes/does not provide
adequate support for simultaneous execution of protocols.

In the next chapter, the experience learned from our work ¥4t.isa is used to de-
velop a new protocol stack architecture. The proposed Wsa®rotocol Stack (UPS)
discussed in the next chapter intergrates the idea of “pob8witching” and achieving
the ability to execute multiple different protocols in thenge layer at the same time,
which is a suitable approach for emerging wireless networks



Chapter 4

UPS: Universal Protocol Stack for
Emerging Wireless Networks

Recent devices developed for emerging wireless networks) as 4G cellular net-
works, wireless mesh networks, and mobile ad hoc netwoudg @t multiple commu-
nication substrates and require the execution of multipdeogols within a layer, which
cannot be supported efficiently by traditional, layeredqcol stack approaches. While
cross-layer approaches can be designed to support thesegqewmements, the lack of
modularity makes cross-layer approaches inflexible andédifficult to adapt for fu-
ture devices and protocols. Thus, there is a need for a neteqmioarchitecture to
provide universal support for cross-layer interactionsveen layers, while also sup-
porting multiple communication substrates and multipletpcols within a stack.

In this chapter, we propose Universal Protocol Stack (URB)¢ch provides such
support in a modular way through packet-switching, infaiorasharing, and mem-
ory management. To show that UPS is realizable with very loerlzead and that
it enables concurrent and independent execution of prtstacdhe same stack layer,
first, we present a wireless sensor network test-bed evahjavhere UPS is imple-
mented in TinyOS and installed on individual sensor moteso &ross-layer routing
protocols are implemented and evaluated with UPS and with®$. We also imple-
mented UPS in the OPNET simulator, where the IP and AODV nguprrotocols are
executed concurrently to support networks with both statid mobile wireless nodes.
Our implementation shows that the overhead incurred toempht UPS is very low,
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and little or no modifications are required to adapt exisfirgocols to the UPS frame-
work. Both the implementation and the simulation studiss ahow the advantages of
enabling concurrent protocol execution within a stack fayaproving the successful
packet delivery ratio or the total number of packets senttferinvestigated scenarios.

4.1 Introduction

Emerging wireless networks such as 4G cellular networksgless mesh networks,
and wireless ad hoc networks aim to effectively utilize reckevices that employ mul-
tiple communication substrates, such as laptops with B#teand WiFi network in-
terfaces, or cellular phones with GSM and WiFi network ifstees. Existing protocol
architectures, which include the traditional layered apph (e.g., the OSI or TCP/IP
layered protocol stacks), cross-layer information-siggriand layer fusion architec-
tures cannot provide sufficient support for these emergetgorks. The traditional
layered approach does not provide support for multiplequals in a layer; hence sup-
porting multiple MAC/PHY for different communication substes requires that the
protocol designer make ad hoc modifications of the stack.l&\the fused-layer and
information-sharing cross-layer approaches can be degdigmsupport multiple com-
munication substrates, the lack of modularity makes thepeoaches inflexible and
hence difficult to adapt to support future devices and pa#dchus, there is a need to
investigate a new protocol architecture that has univerggbort for emerging wireless
networks with multiple communication substrates and th@psrts cross-layer inter-
actions and information-sharing to enable more efficiehtvagk operation.

Several wireless mesh network (WMN) studies assume robtars the ability to
switch among multiple radios. In [9], the authors invedigglthe implementation of
interface switching on multiple radio devices for WMNSs, @hdy found that existing
hardware and protocol stacks do not provide sufficient sugpoeffective switching.
The authors indicated that there was excess delay due tdsl@lware radio switching,
and high packet loss rate because packets in the old queeealigearded after switch-
ing to the new radio. The authors also found that when impigimg routing protocols
for multiple radio interfaces in the Linux operating systenodifications of the stack
are needed because there is an implicit assumption thatr@adace is associated with
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exactly one channel. The authors propose to alter the TGRIIR by adding a channel
abstraction module to switch packets between multiplefimtes and the routing layer.

Another implementation of multiple radio devices is invgated in [61] for Win-
dows XP. The authors propose similar modifications to the/IRCBtack as proposed
in [9], where a virtual device driver runs between the Netwayer and the Data Link
layer. This additional module performs multiplexing anarastiplexing across mul-
tiple physical interfaces to imitate a single network ifdee and MAC address to the
upper layer protocols. As shown by the approaches of [9] &@&§l Eurrent operating
systems, which implement the layered protocol stack, lagipert for general packet
switches, which is necessary for supporting devices wittipie radios.

Similarly, studies on the implementation of multiple MACopocols sharing a sin-
gle radio [10,62,63] have found that traditional stack apphes are not sufficient. The
idea behind such systems is that the MAC protocol can betselect of a set of MAC
protocols at run time according to real time network cowdisi. To achieve this goal,
two general interfaces supporting the set of MAC protocodsproposed between the
Network and the Data Link layer, and between the Data Linlkeiland the Physical
layer. These general interfaces provide fast switchingfmuring that each packet is
sent to the appropriate MAC [62]. Inter-device control mf@tion exchange is im-
portant in addition to information exchange among protdagérs, because different
devices must use the same MAC protocol in order to commumicat

In this thesis proposal, we propose Universal Protocol kKS(ai®S), a new proto-
col stack architecture where multiple radios and multimleaurrent protocols within
a layer are supported with very low overhead. Protocol I2sused to identify pack-
ets of different protocols and to enable general protocaicéwes, as detailed in Sec-
tion 4.2. Additionally, UPS enables support for cross-taggeractions and information
exchange between different layers in order to optimize agtywerformance.

UPS is illustrated in Fig. 4.1 for a node that runs multipletpcols in each layer
concurrently. Different protocols and services are exatats modules and managed
by theUPS protocol interfacedJPS-PI3 with very low overhead incurred. UPS, thus,
can efficiently execute multiple protocols in the same stagkr for different tasks,
for different communication substrates and different eggplons. For example, the
protocols can be IP using an IEEE 802.11 radio and AODV [33jgien 802.15.4
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Figure 4.1: An example of the high level system block diagcditine UPS framework.
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radio, where both networks are shared by the upper layeogquts (e.g., TCP/UDP)
and applications.

UPS defines three interfacddPS protocol interfacdUPS-PI), UPS information-
sharing interfacgUPS-IS), andUPS Message Pool interfa¢edPS-MPY), along with
a packet memory management scheme, namely UPS MessageTReglrotocol in-
terface(UPS-PI), which is a protocol switch between stack layers, selettidelivers
packets to the correct upper or lower target protocol modwieh very low overhead
incurred, UPS can efficiently execute multiple protocoldhe same stack layer for
different tasks. The same functionality could be achievét specific customization
of layered stack approaches as proposed in [9, 61], howeRS, provides a flexible,
modular, and easily portable approach, enabling a wellkddfframework for protocol
execution.

At the same time, UPS provides a universal means for infaomaixchange among
the protocol modules through arformation-sharing interfac@JPS-IS), making UPS
ideally suited for complex heterogeneous networks. UP&ddéines a packet memory
management schemiessage Poowhich is accessed viadPS Message Pool Inter-
face (UPS-MP)). This scheme is required to manage the available memoryeesy
for packet storage and to provide a universal interfacedtogols for accessing packet
memory storage dynamically, e.g., to access the vital gagexific information such
as the source or destination addresses.

We show that UPS is flexible and achievable in practice by éemgnting UPS
on physical sensor network devices. The results show tlogsdayer interaction is
achieved with UPS easily and with very low overhead, whitewell-defined interfaces
of UPS protect the independence and modularity of separateqnl modules.

Due to the numerous advantages of enabling the co-existémogltiple protocols
in a stack layer and of information-sharing, UPS is idealiyexd for emerging wireless
networks that require multi-functional or cross-layer goip. Different protocols are
responsible for different tasks, and they share vital mi@ion among themselves. The
resulting output packets gracefully co-exist in the netwwoAs an example, in this
chapter we show that having UPS to support concurrent execaf IP and AODV
routing protocols on a network with both static and mobileides achieves better
overall performance than running only one of these protcol
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We demonstrate the gain of this novel approach by comparingh previous sin-
gle protocol stack designs through detailed simulatiomisnysical experiments. Two
different networking paradigms, namely wireless sensoworks (WSNs) and mobile
ad hoc networks (MANETS), are investigated with UPS. Foheaastwork, two rout-
ing protocols are used as protocol modules to show thatrdiftetypes of network
layer traffic can co-exist with UPS while sharing the same Magr in a predictable
manner: i) WSNs with the XLM [15] cross-layer protocol ane tRBMulticast [17]
multicasting protocol, and ii) MANETs with AODV and TCP/IMlore specifically,
results show that utilizing UPS with two Network layer prodts running simultane-
ously and independently, the successful packet delivearde increased significantly
while reducing the network traffic compared to using a tiaddl stack approach with
a single Network layer protocol. For the scenarios inveséd in this thesis proposal,
the successful packet delivery ratio is increased up to 3é&tpared to using a tradi-
tional layered stack with TCP/IP/802.11, and up to 23% caexb#o using a traditional
layered stack with AODV/802.11.

Using UPS, complex network algorithms can be divided inttependent pieces
for easy coding and analysis. As an example, we show in tesghhat for our sensor
network implementation with UPS, a location service camidependently designed as
a network protocol instead of being affiliated to a specifittireg protocol, and locally
provided radio power management of the CC2420 radio desisbared by all com-
munication protocols via thePS-ISlIsi.e., the UPS information-sharing interfaces.

The rest of this chapter is organized as follows. SectiorpfoRides a detailed de-
scription of UPS, including therotocol interface(UPS-PJ), theinformation-sharing
interface (UPS-IS), and themessage pool interfad@PS-MPJ)). Section 4.3 details
results from our wireless sensor network implementatiath Wmote Sky motes with
UPS and from our OPNET simulations of UPS. Finally, Sectighptovides conclu-
sions.

4.2 UPS Framework

UPS (Universal Protocol Stack) defines three groupsiteffacesfor interconnecting
protocol modules and for enabling information-sharing aghthe protocol modules.
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Implementations of the individual protocol modules aresaid the scope of UPS; how-
ever, the protocol modules should work with the universadriiace provided by UPS,
or have protocol switch layers implemented, in order torcdanect with each other.
Examples of protocol switch layers are shown in Sectior34.3.

The first group of interfaces)PS protocol interfaceUPS-PJ), enable multiple
protocol modules to co-exist in the same stack layer and onowrrently and indepen-
dently. This is done using an ID-based packet-switchinghaeism to send packets to
the correct upper or lower protocol modules.

The second group of interfaces, namelyS information-sharing interfacgs/PS-
ISI), provide a general means for a module to access anotherle®ahformation
stores, such as a neighbor table or location informatiangusnique information IDs
that specify the particular information store with the daftanterest.

The last group of interfacetlPS Message Pool interfac8dPS-MP)), are used to
enable multiple protocols to access common packet memgtstes maintained in a
UPS Message PooT his section details these three groups of interfacegjaloti the
proposedMessage Poatystem.

The basic requirement of the UPS framework on protocol aesig the protocols’
packet header format. A leading header field that contaiesutiique Protocol ID is
required by UPS in the protocol’s packet header for packéickmg. This Protocol
ID is analogous to the port number necessary for Interngtcges, and it is chosen by
the protocol designer. Each protocol is assigned a systela-umique Protocol ID, as
packet switches perform multiplexing and demultiplexirigpackets according to the
Protocol ID field. For example, the Network layer packet lezadf the Network layer
modules XLM/Net [15] and RBMulticast [17], which are implemted for our sensor
network experiments, are shown in Fig. 4.2, where the first byyboth headers are the
protocols’ respective Protocol IDs.

The choice for the Protocol ID field size is a system desigieiga. For the same
purpose, Ethernet uses a two byte field cali¢derType to indicate which Network
layer protocol is being used in an Ethernet frame. TCP/IB ates the same header
field, where the leading 4 bitgersion[64] field in an IP header indicates different
modules in the IP protocol, and a one bimtocol [65] field indicates the next layer,
i.e., Transport layer protocol.
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(a) XLM/Net packet header
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(b) RBMulticast packet header

Figure 4.2: Packet header format of XLM/Net and RBMultigaatkets.

Using the extra first leading byte for all protocols allows3J&# perform packet
switching on a per-packet basis. This enables packets frfieraht protocols to mix
together seamlessly, and it provides a generalized meamsatde protocols to operate
concurrently. While this does require that existing protede modified to provide this
leading byte Protocol ID, as we will show in Section 4.3.3hvdditional intermediate
layers, existing protocols like IP and AODV can be integiatgo UPS without any
modification to the protocol itself. However, the additibbgtes of Protocol ID may
cause extra packet fragmentation in the other layers (EGR, IP, or 802.11) due to the
packet size being over the maximum transmission unit (MTiterefore, the system
default MTU should be adjusted accordingly when the UPS ésaark is enabled. One
point worth noting is that 6LoOWPAN [66] satisfies the Protikd® requirement, since
the Dispatch Valudield used in the header can be used as the UPS Protocol ID.

In order to support legacy devices in networks using UPS,ameuse a home agent
technique as used in Mobile IP [67] or gateway devices tolenabirect connections to
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non-UPS-enabled devices. For example, a traffic flow comimg fa non-UPS-enabled
device can be sent to a UPS-enabled home agent or gateway @em then translated
and redirected to the UPS-enabled device. These techmuaesequire some methods
to differentiate packet formats in order to deduce the gmeite Protocol IDs; how to
do this is outside the scope of our work.

4.2.1 UPS Protocol Interface JPS-PI)

Unlike the TCP/IP stack model with five layers, UPS providésyared protocol model
without any restrictions on the number of layers. We assuimaéhysical layer is con-
trolled by the Data Link layer, and there are no specific fates in between these
layers. For the other layers, each layer is connectedPacket Switclthrough thaJPS
Protocol Interface(UPS-PJ). A Packet Switchs a generalized extension of Logical
Link Control in the IEEE 802 family of standards. Its purpaeseo multiplex pack-
ets passed from the upper layer (when transmitting) and Higex packets from the
lower layer (when receiving). This is the key to the co-existe of multiple protocolsin
the same layer, since protocol modules receive the coresitats without knowledge
of other modules in the protocol stack. Thus, instead of @ddystem components,
protocol modules can be easily identified by multiple protean other layers, and
protocols become tools with well-defined unified interfaaad predictable behavior.
Building a new system becomes an easy procedure of comhpnatgcols from a well
defined toolbox without the need for customized protocarifisices

UPS-PI consists oflnput and Output system calls. Input is the interface that a
protocol module would use for sending a packet up to a highgarlprotocol module,
andOutputis the interface that a protocol module would use for sendipgcket down
to a lower layer protocol module. The function calls for théwo interfaces are as
follow:

| nput ( Packet) ;
Qut put (Lower | ayer Protocol |ID, Packet);

We demonstrate the use of these interfaces using a schatragam in Fig. 4.3.
The Outputinterface requires the Protocol ID of the next (lower) laysodule for
multiplexing of the output packets from different moduleBhe Outputinterface is
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Figure 4.3: Packet flow diagram example for the UPS framework

necessary not only to ensure that this packet reach thectdoveer layer module, but
also to enable the multiplexing of output packets from défe modules by appending
the correct Protocol IDs in front of every packet. Tiheput interface does not need
the Protocol ID parameter because it is indicated by theingalyte of the packet
header (the upper layer protocol module’s packet header).

One issue that occurs when including the next lower layetdead ID as an ar-
gument of theOutputinterface is that we cannot select protocols that are netctyr
below the current layer. This one-layer only associatiamisnecessarily a drawback,
because it limits the protocol dependency to adjacent $ayerd is also employed by
current protocols (e.g., a selected socket implies TCP/UQIP/UDP implies IP, etc.).
The implications of this can be seen in the Section 4.3 cag#est, where protocols
implicitly assume the next layer protocol. An alternatise¢o have the application de-
cide which protocols to employ at each layer, and have theBwoblDs of all selected
protocols stored within a general internal packet headewill be introduced in the
next section. Another alternative is to provide smart snatc[68], leaving the protocol
selection decision to be made by the smart switches on thadyéthout input from
the user. We will explore this approach in the future workt {v@vides cross-layer
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interactions of the MAC and routing layers to best suppopliaption QoS goals. The
best network/interface combinations for networks thapswpmulti-radio devices will
be explored.

Protocol IDs should be uniquely assigned without duplaratFor example, Proto-
cols IDs can be managed by a central authority similar to tetive Internet Assigned
Numbers Authority (IANA) is responsible for maintainingthssignment of TCP/UDP
port numbers.

4.2.2 UPS Message Pool and Message Pool InterfatdS-MPI)

Even if protocols conform to the sangput and Outputsending interfaces, different
protocols still need a standardized memory structure fok@s. One of the reasons
is to support packet switching, since Protocol ID fields dtidae identified by the
switches in the memory representation of the packet. Amatkgson is to provide
different protocols access to the vital packet specificrimition such as the source or
destination addresses. Moreover, to efficiently achieeesgto a packet by multiple
protocols, a common memory space should be used for the fpackeoid multiple
memory copy operations.

The common memory structure is for internal packet proogssithin a specific
system, and it can vary among different UPS implementatmasdevices. For exam-
ple, a UPS Message Pool implementation for Linux and Windoavsuse the standard
packet memory structure defined by the corresponding apgrsystem. On the other
hand, the packet layout definition is identical accordinth@specific protocol specifi-
cation.

In UPS, the minimum information required for the common ackemory struc-
ture is encapsulated intoMessage Pogolwhich manages available memory segments,
and provides interfaces to protocols for accessing mentorgge dynamically.

The Message Poois accessed via thPS Message Pool Interfad®/PS-MP)),
whose pseudo-code is as follows:

Menory Block = get(): get a menory block fromthe pool.
put (Menory Bl ock): return Menory Bl ock to the pool.

The Message Poatonsists of memory blocks as shown in Fig. 4.4. As each mem-
ory block provides only a small amount of memory, to createlagacket, memory
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next buffer in chain

m_next — > m_next |————) m_next
m_nextpkt |NULL m_nextpkt |NULL m_nextpkt |NULL
— m_data m_data m_data
m_len 11 m_len 40 m_len 15
m_type MP_DATA m_type MP_DATA m_type MP_DATA
m_flag M_PKTHDR m_flag M_DATA m_flag M_DATA
info.len 66
info.addr OXFFFF 15 bytes
— data
> 8 bytes 40 bytes
XLM/Net header data
+H +
ol | TS
Socket header

Figure 4.4: The internal packet structurd S Message Poor he first memory block
stores the packet header, and the packet data payload fstemtghe second block.
This is a snapshot of an output packet inside the XLM/Net nexddLM/Net will be
illustrated in Section 4.3.1.

blocks must be combined together. We call this structukdeasage Chaifbecause
the individual memory blocks from thBlessage Poohre chained together by the
mnext pointer to create the full memory structure for a packet, différent pack-
ets are chained together by threnext pkt pointer to form a chain of packets. This
Message Chairdea imitates the implementation of packets within theriméé stack in
Linux and UNIX [69].

This Message Chaimpacket format is independent from the packet data formats
specified by the individual protocols in the stack, and i<@iuto provide space for
stackable protocol headers.

In actualUPS-MPlimplementations, wrapper routines can be provided astassis
functions. For example, manipulation functions ldget Next ( pr evi ousBl ock)
or put Chai n( bl ockHead) can be added to the programming interface. The get()
and put() functions described above are listed as the mmimecessary interfaces
and thus must be provided to enable the Message Pool supportthe UPS-MPI
implementation for systems that have their own messageguoeksing interfaces, UPS
should reuse their interfaces as much as possible for mawicompatibility to existing
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codes.

Although most operating systems such as Linux and UNIX dliygaovide a sim-
ilar packet memory structure [69], simpler operating systesuch as TinyOS require
implementation of theMessage Chain By default, the internal packet structure of
TinyOS is a continuous memory space with the first 11 bytescdéztl to the Data
Link layer header, the last 7 bytes dedicated to the meta diatba fixed-sized payload
in between. This packet structure does not support staekabtocol headers.

Protocol headers in the UPS stack model are organized asian skin whereby
each layer adds to or tears off the outermost skin. In thenlest memory block in
Fig. 4.4, headers are stored at the bottom of the memory lahoglhoottom-up manner.
The data payload of a packet is stored in the second memock biathe chain and
expanded to additional blocks if the payload is too largeaf@ingle memory block.
Free space in the first block, shown in gray, is reserved foetdayer headers (e.qg.,
the Link layer header), and space in the third block is unasedeft empty (as the data
payload did not utilize a full two memory blocks but requimradre than one memory
block).

Because unused memory spaces in blocks are wasted, thetadea0ff between
the size of the memory blocks and how many blocks are needeal packet. Pro-
tocol designers can adjust the size of the memory blocks &t their goals. On the
other hand, variable block size can be provided to avoid edastemory if the target
operating system provides variable size dynamic memoogaition.

4.2.3 UPS Information-Sharing Interface UPS-1Sl)

Information-sharing based cross-layer design has oftem Ipgoposed for wireless
communication protocols due to dynamic radio condition®Ssupports such cross-
layer information sharing by providing tHéPS information-sharing interfac@JPS-
ISI). Because of the variety of information shared among patowdules, (e.g., see
Table 4.1) it is difficult to manage all of this information@me centralized data storage
as proposed in [25] [14].

UPS avoids centralized information storage by not progditorage explicitly. In-
stead, UPS assumes that the responsibility of informatiorage is on the provider
side, and thus each module independently manages its oarmafion stores. UPS



Table 4.1: Selected information-sharing protocols witkirtishared information and optimization goals. For moreegaiized

classification, see [1, Table 1].

Model Shared Information Optimization Goals
App Net Link/Phy App Net Link/Phy

Sichitiu Schedule: The actions and times of Apt Exception: Route table reset if collision Reduce Link schedules to

[70] plication and MAC layers, occurs, packet lost, and Synchronization buffer size | eliminate idle listen-

fails because ing, packet collision,
e SampleApplication layer gen- schedule re-| and delay.
erates data sample and MAC duces packet
turns off radio power. latency.
e Transmit MAC turns on and
transmits a packet.
e ReceiveMAC turns on and re-
ceives a packet.
Priority: MAC sends data packet imme-
diately. Control packet uses RTS/CT|S
in MAC to guarantee transmission and
has lower priority than data packet.

SP[71] Urgency bit: This bit | Schedule: The MAC schedules are set Neighbor table update: Updates to the| Providing Better packet| Using Link schedules
in the packet notifies| to listen, receive, transmit, and sleep. | neighbor table on different Link laye[ options buffer con-| to eliminate idle lis-
the Link layer to treat| Neighbor table update: Routing coper-| connections. Updates include addresf urgent | trol by using | tening, packet colli-
the packet as higher ates with MAC layer to maintain neight of neighbor, link quality, and scheduling packet and| message sion, and delay.
priority. bor table. information. reliable com- | pool.

Reliability bit: This Message pool: Control feedback to Net{ munication.
bit in the packet no- work layer, indicating the next sent
tifies the Link layer packet in Network layer.
to acknowledge the MDU: Link’s maximum data unit of a|
packet and retransmi specific Link protocol.
in case of failure. Congestion status: Feedback to Net-
work layer for routing decision making

RF [72] Data generation | Number of descendants: Descendants| Radio duty cycle: Used in computing Route se-| Adapt radio duty
frequency: Used for | in the routing tree for MAC to decidg routing cost. lected to | cycle according to
computing  routing| duty cycle. reduce number of descen
cost. routing cost. | dants and neighbors

duty cycle.

XLM/X- Node location andbuffer size: For de- | Congestion status: Allows Application | Adjusting Using Network layer

Lisa [14] cision making in Link layer packet cont layer to adjust the data generation ratg. of data gen- information in packet

tention. eration rate contention decision.
to avoid
congestion.
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simply provides a common interface for accessing the inétion stores of other mod-
ules. Modules offering information must thus provide therage for their data, yet
allow other modules to be able to access these data stooegththeaccessnterface
of UPS-ISI. When a protocol is unloaded from the stack, threesponding data stor-
age will be removed as well, and thus there is no wasted st@pace for unnecessary
protocols.

Furthermore, we refine the concept of centralized inforomasharing services
by separating the concepts of “information” and “servic&ervices should be self-
sufficient protocol stack modules working side-by-sidelwather stack modules in-
stead of integrated into a centralized unit outside theqmaltstack or integrated within
the protocols themselves, and information should be ketddrom service modules
through a unified interface. Thus information exchange canntagined as inter-
process communication in an operating system, where @esgservices, protocol
modules) get information directly from each other throughlwdefined interfaces with
low overhead. UPS provides such a unified means for infoonatkchange among
the protocol modules throudhPS-1SI On the other hand, inter-node information ex-
change is implemented as separate services accesd8BSi®| enabling the modules
to easily exchange information as required by cross-lay@opol designs.

For example, our Location Service module implementatiandéocation lookup
hash table for fast location inquiry, and can be accessecpyreodule through the
following pseudo-code:

access( Informationl D, Operation, Methods, Argunent ),
wher e:
InformationlD: ID of the Location Service Table
Operation: Get or Set
Met hods: Location, Distance, Add or Renpve
Argunment: a nenory space where the first two bytes is the hash
key, which is the target node address, followed by
space for a return val ue

Similarly, as will be introduced in Section 4.3.1, our immlentation of the RBMul-
ticast [17] protocol maintains a multicast group table gsantwo layered double-list,
which can be accessed by any module through the followingduseode:

access( Informationl D, Operation, Methods, Argunent ),
wher e:
InformationID: ID of the RBMulticast group table
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Operation: Get or Set

Met hods: Look Up Node, Add or Renbve Node

Argurment: a menory space that has a node address as the first two
bytes and space for a return value follow ng the node
addr ess

Although our examples show onfjetandsetoperations, in general, access control
is necessary for information data storage. In addition, ldiplo'subscribe mechanism
can be implemented to avoid the constant polling of inforamaprovider modules.
Protocol modules act as subscribers, registering and isteeigg from the informa-
tion providers. The information providers act as publish&nd maintain the list of
subscribers. The information providers send messagesupilated data to the sub-
scribers. Both the publish and subscribe functionality barsupported through the
access interface:
access( Informationl D, Operation, Mthods, Argunent ),
wher e:

InfornationlD: ID of the information of interest

Operation: Pub or Sub

Met hods: Update, and Reg or UnReg
Argurment: a nmenory space for the information

The idea behindPS-ISlis that the interface should be simple, with the data struc-
ture and control complexity left to the protocol designddfS provides the protocol
switch and information sharing architectures but not tlegquol switch decisions. For
example, a system that uses a mix of CSMA/CA and TDMA MACs sdaght coor-
dination. ViaUPS-1S] vital information like the TDMA schedule, CSMA/CA backoff
status, and queue length can be easily obtained by the otA€r protocol, enabling
the designer to develop the protocols to achieve the destedlination.

As we show by the location lookup hash table and RBMulticastig table exam-
ples,UPS-ISlis general enough to support a variety of different typesitdrmation,
each of which is identified via a globally unique ID (Infornmat ID). A module only
needs to know the particular “Information ID” of the infortran store it wants to ac-
cess, as well as the “Operations” and “Methods” supportethbyinformation store.
The unique Information ID values can be assigned using time saethod as for Proto-
col ID assignment.
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4.2.4 Power Manager

Duty Cyclingis a common strategy for energy conservation in many wiseMAaC
layer protocols, especially for wireless sensor netwadr@wvever, in the study of UPS,
we observed that future energy conservation in wirelessorés will likely include
the joint optimization of different protocol layers. Useatommonly employed ran-
domizedDuty Cyclewill not meet future requirements. Furthermore, currerdgrgn
conservation techniques in wireless networks generatiymn optimizing a specific
protocol or specific application, and they inevitably hawafticts between different
approaches. Thus a centraliZzéower Manageis urgently needed, with different pro-
tocol modules acting adientsof the Power Manager UPS provides access to such a
Power Managewia an interface with the following functions:
sl eep_request(): ask the Power Manager to

turn off the radio
wakeup_request (): ask the Power Manager to

turn on the radio

awake(): called by the Power Manager at
the norment power is turned on

Sl eep_request ( ) andwakeUp_r equest ( ) are called by clients to inform
the Power Managerof a request to change the radio state. These requests aie-con
ered in a centralized way by tHeower Manageifor different purposes (e.g., power
conservation, least delay, reduce network trafdeyake( ) is a function of the clients
called by thePower Managerffor the case when clients need to know that there was a
transition of the radio state (e.g., the MAC starts sendipgeket immediately when
the radio power is turned on).

We designed a policy-bas&bwer Managein our UPS implementation (although
any type ofPower Managercan be used in UPS). The policy that we implemented
follows these guidelines: a) turn off the radio as much asipés, and b) if any of
the client protocol modules request a wake-up at a given tines turn the radio back
on. This policy-base®ower Managelis used in our Link layer protocol design. In
our implementation of the MAC protocol XLM/MAC, we made thenamunication
behave as if it were duplex by abstracting the MAC send aneivedunctions as two
independent components, with both acting as clients dPtveer ManagerUnder this
setting, the radio power will only be turned off if both are tr@nsmitting or receiving
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(from the radio or the upper layer protocol), which confotmshe intuition of how to
transmit packets correctly.

4.3 UPS Architecture Case Studies

To show that the proposed UPS architecture is beneficialabwerld applications,

it is evaluated through both physical experiments and strarls. Meanwhile, two

different networking paradigms are investigated to intidae wide applicability of

UPS and the potential gains achieved in different netwokksireless sensor network
(WSN) test-bed is formed that implements the UPS architecttn the Tmote Sky
wireless sensor nodes [73]. To achieve this, the UPS aothrteis implemented in
TinyOS. A realistic scenario is defined where two cross+#lagating protocol modules
are executed simultaneously, XLM [15] proposed for unickdh transmissions and
RBMulticast [17] proposed for multicast data transmissiolm addition, a mobile ad
hoc network (MANET) is simulated using the OPNET simulat®t][ In this scenario,

two well-known routing protocols, AODV [33] and IP, are rumsiltaneously using

UPS in a network with both static and mobile wireless devices

4.3.1 TinyOS Experiments for UPS with Wireless Sensor Netwés

In this case study, we implemented UPS in TinyOS [11], a wideled sensor node
operating system. UPS is used to build the protocol stackwsho Fig. 4.5. XLM/Net
and XLM/MAC are the Network layer and Data Link layer modudesracted from the
cross-layer protocol XLM [15], which is a hand-shake reeeivased unicast protocol.
The XLM/MAC controls the CC2420 radio chip and records netsiatistics into the
information store called XLM Statistics, which providegpeximental data collection
that is then accessed by the Application layer throughM#R8-ISI RBMulticast [17] is
a Network layer multicast protocol that also makes use of XMC to provide mul-
ticast communication. RBMulticast stores information atbthe multicast members
in an RBMulticast Group Table, which is accessible viatl®S-ISI accesfunction.
An MPBuf Message Pool provides dynamic memory access togpatirage space for
all stack protocols. The Host Addr module manages diffenast addresses for dif-
ferent protocols. The Location Service module in the Nekwayer provides location
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Figure 4.5: Block diagram of the UPS framework and protocotinies developed for
the WSN environment.

information, which is stored inside a Location Table, asdde via theUPS-ISI access
function described in Section 4.2.3. An additional MAC pail, TinyOS/MAC, sends
data from the serial port to a computer for data collectionaly, we implemented a
CC2420 Power Manager, which is a power manager that turrikefadio as much as
possible when the radio is not used.

We implemented UPS and all the protocols in TinyOS, and wedethe perfor-
mance of the protocols using both the TOSSIM emulator asagedin implementation
on Tmote Sky motes. In the simulations and experiments, esis@& motes are de-
ployed in the network as shown in Fig. 4.6(a). The locatidnthese motes are shown
in parentheses as X and Y coordinates. The mote parame&seato give a radio
range of 30m, and dotted lines in Fig. 4.6(a) indicate pdssibnnections between
motes. Mote 0 sends both unicast and multicast packets asdothys the role of a
source node. Unicast mote 4 receives unicast data from tireesaode, and the three
multicast receivers, motes 2, 3, and 5, receive multicatgt ftam the source node.
For easier explanation and comparison, node 4 is calledrieast nodeand node 3
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(b) MC (c) MU (d) uc

Figure 4.6: a) The experimental network in this chapter. dbiged node is the unicast
destination, and the shaded nodes are multicast receil@glC: Multicast only, c)
MU: Mixed Multicast-Unicast, and d) UC: Unicast only.

is called themulticast noden the following discussions. The remaining mote 1 does
not require data from the source node and simply acts as arnoutis network. The
source node sends one unicast and one multicast packetatszphy a long period of
time to guarantee no congestion in the network. This sequehanicast followed by
multicast packet transmissions is repeated 20 times iryenerulation.

The number of transmitted packets in the following resultdudes all MAC layer
packets (e.g., RTS, CTS, DATA, ACK), and the success ratetlamgacket delay are
calculated in the application layer of the sender and theivec Duty cycle is calcu-
lated as the duration of time the sensor’s radio is turnechaach 100 ms duration.
For example, a duty cycle of 0.2 (20%) means that in every 180nmades will turn
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their radios on for 20 ms and then go to sleep for the remaiBihgns if not trans-
mitting/receiving; otherwise, motes will turn off theirdi@s after completion of the
transmission/reception.

4.3.1.1 TOSSIM UPS Simulations

In this experiment, we aim to show that the UPS framework lesabdependent exe-
cution of multiple protocols in the same stack layer and dussntroduce any inter-
ference between different protocols. We define three smenain the first scenario,
motes can only run the multicast protocol (i.e., RBMulti¥agnd hence unicast com-
munication must be done using the multicast protocol. Walsemnicast and multicast
destination motes to be in the same multicast group, and pipdication layers in the
sensor motes have a filter that only accepts specific pacKeitsmeans that all packets
still need to be received and handled by the applicationrldyethe second scenario,
motes can run both the unicast and the multicast protocolthd last scenario, motes
can only run the unicast protocol, and multicasting is donedmsecutive unicast trans-
missions. Packets to the unicast destination will be seat o the three consecutive
unicast packets for the multicast destinations. All paslkee separated at least 20
seconds to ensure there is no congestion in the network Umaetuty cycles. Some
possible routes for these three cases are shown in Fig. 4.6.

All results in this section are the averages of 40 simulatiofVe show the overall
success rate, the number of packets transmitted, and thegaveacket delay observed
in Fig. 4.7. As seen in Fig. 4.7(a), the success rates of tiee throtocols only differ
slightly, which indicates that this performance metric ®dnated by the performance
of the MAC layer, since both XLM/Net and RBMulticast rely dretsame MAC proto-
col, XLM/MAC. Similar success rate results also show thatlthPS-enabled concurrent
execution of multiple protocols introduces no interfereit protocol executions. The
packet success rate values shown in Fig. 4.7(a) are obsernecorrelated with the
nodes’ duty cycle, since the number of retransmissionsiarieed and the lower the
duty cycle the less likely a packet will be successfully dsied.

The total number of packets sent by all six nodes are showngind7(b). The
results clearly show the benefits of using a UPS-enableductert protocol approach,
where the total number of packets sent for the UPS approdeksghan the other two
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Figure 4.7: Statistics of the experimental network in d#fe scenarios.

single protocol execution cases. The non-zero numbersakiepgsent when the duty
cycle is zero in all three cases are due to the fact that thees@ends RTS packets
but all other nodes are always sleeping. Our XLM/MAC impletation sends RTS

packets four times before dropping the packet.

The average total packet delay observed is given in Figci.Mhe delay results
again show the same characteristics due to using the sameld8&¢ but with some
drifts due to the different Network layer routing protogaldere multicast packets have
more delay than unicast packets. We do not count the delaydirthe interval between
consecutive packets. Otherwise, the unicast only scenanubd have excessive delay
overhead.

These results validate that when co-existing multicastwamdast protocols share
the same MAC protocol module, their packet success rateharsame as the cases
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where only a multicast or a unicast protocol exist, whichvgies strong evidence
that there is no disruptive interference among the proto@mm the UPS protocol

stack. This means that UPS supports highly modularizedrfarence-less interfaces
for protocols and provides an efficient infrastructure fartmfunctional WSNSs.

4.3.1.2 Performance of UPS on Tmote Sky Motes

In this experiment, we consider the same three scenariosatiod 4.3.1.1, but reduce
the separation time between packets to introduce congestio the network, which
better represents a practical scenario found in real agijits. We measure the data
from the Tmote Sky motes and compare to TOSSIM simulation#) bunning the
same code to verify that UPS introduces low overhead andhastte requirements of
resource limited wireless sensor networks.

In the first scenario, motes can only run the multicast ptagith all unicast and
multicast motes in the same multicast group and the appicdtyers in the sensor
motes filtering packets so as to only accept specific packetkis congested scenario,
two consecutive multicast packets, separated by one seaomndent every 5 seconds.
This means that both packets will exist in the network for eqrariod of time. In the
second scenario, motes can run both the unicast, and theastiprotocols and the
multicast packet will be sent 1 second after the unicastgtaekth 5 seconds between
the unicast packet transmissions. In the last scenaricgsrgatn only run the unicast
protocol, and multicasting is done by consecutive unicastsmissions separated by
100 milliseconds. Packets are sent to the unicast destingtior to packets being sent
to the multicast destinations in all three cases. The exparial results using both
Tmote Sky motes and TOSSIM simulations are shown in Fig. 4.8.

Fig. 4.8(a) presents the packet success rate results. Enagavsuccess rates are
still roughly the same for all scenarios, however largerataims are observed due to
packet congestion. As seen in the figure, the success rateresatosely correlated to
the duty cycle than in the previous simulations. The sinmégults of all three scenarios
show that the common MAC protocol used is dominant in thisquarance metric. The
results of the Tmote Sky motes and the TOSSIM simulationalageshown to be very
close, which validates the simulations performed.

As shown in Fig. 4.8(b), the UPS-enabled mixed multicastast approach still
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Table 4.2: The overhead of context switches in TinyOS (amt@& PS) and of sending
a 36 byte packet using the Tmote Sky motes. This table is afraddiersion from
P. Levis [2, Fig. 10]. Packet time for sending a 36 B packet &asured from our
experiments.

Overhead Time (clock cycles)
Interrupt Switching 8

Interrupt Handler Cost 26-74

Task Switching 108
Sending a 36B Packet 32,258

requires fewer packets than the other two cases, revedim@dvantages of using
UPS-enabled multiple protocols for complex tasks. On theeiohand, the unicast
only approach does not achieve better performance than tifiecast only approach
as opposed to the scenarios evaluated in Section 4.3.1i4.isTbecause the conges-
tion in the unicast only case is more severe compared witls¢baarios evaluated in
Section 4.3.1.1, as more packets are in the network at a gimen

The experimental results of Figs. 4.8(a) and 4.8(b) shovestridentical behaviors
of UPS in simulation and in real sensor nodes. This gives namgtconfidence that
UPS introduces low overhead on hardware requirementsemwesthe independence
of the protocols executed concurrently, and hence, is aimlgpplicable framework for
protocol design in wireless sensor networks.

4.3.1.3 Overhead

One chief concern of the UPS stack model is the additionalh@asl among module
calls (orcontext switcloverhead in OS terminology) for supporting multiple pratisc
Generally this overhead is insignificant compared to thé obsending a packet in
WSNs. For example, the context switch overhead and pacikesrrission time for
TinyOS (and hence UPS) are given in Table 4.2. The hundmeditierence means that
the cost of module calls in UPS is negligible compared to obshe communication.
UPS can even achieve near zero overhead under the TinyOf®mmant. This is
because the UPS interfaces consist of groups of interfaugifuns, and TinyOS uses
procedure inliningoy default to remove (expand) small function calls. All thdirect
calls through UPS are changed into direct calls in the finatetion code, and hence



50

Table 4.3: Comparison of execution code size.

ROM Usage (Bytes)
Dummy TinyOS App 1398
Dummy TinyOS App ( UPS) 1608
XLM (Single Layer) 25,252
XLM (UPS) 29,808
TinyOS App (BlinkToRadio) 11,516

the context switch delay is minimized.

Another overhead of interest is the code size. For the perpbsomparison, the
code size for different TinyOS programs with and without L& listed in Table 4.3.
The dummy TinyOS application is a primitive applicationttbaly counts OS overhead
(e.g., modules without radio communication). The secoondm@m is the dummy appli-
cation equipped with the UPS interfaces. The resulting sizkeis only 210 B larger.
Single layer implementation of XLM [15] in TinyOS is found tzcupy 25,252 bytes
of ROM, whereas the XLM protocol within the UPS architectigdound to occupy
29,808 bytes of ROM. As expected, since UPS provides theagessool structure
and more sophisticated services, it requires more memagesmowever the increase
is not prohibitive for most applications of UPS. As a refa@nthe basic radio ap-
plication (BlinkToRadio) in TinyOS requires 11,516 bytefsROM. Considering the
multiple protocols implemented, the relative overhead BBUvill be much smaller.

4.3.2 Simulation Results for UPS with MANETS

The aim of this case study is to show that the UPS frameworkeaapplied to off-the-
shelf protocols with no interference between differenttpcol modules in the same
layer. We consider a scenario where a mobile ad hoc netwatkaastatic wireless
network are co-located as shown in Fig. 4.9. The nodes thaepresented as squares
are static, and the nodes that are represented as circlesohite nodes. Two appli-
cations are considered to be running on the central noderevthe first application
requires multicast data transmission to a subset of statiesithat are defined as the
static destinationsSDs), and the second application requires unicast data tiasgms
to a subset of mobile nodes that are defined as the mobilendBsti nodesNIDs).
Considering two common routing protocols used for statid ad hoc networks,
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namely IP and AODV, for this specific scenario, there are twesgble stack imple-
mentation alternatives without UPS: The first one is to deaigew routing protocol to
incorporate these two routing protocols, which is not atagle, since it is not feasible
to develop a new routing protocol for every possible casee Jdcond possibility is
to require all nodes to run IP or to run AODV. We will show, haweg that neither of
these approaches are ideal. Note that running two sepanaiag protocols is infea-
sible without an approach like UPS, since a received packet the MAC protocol

cannot be directed without an explicit indication of thetrog protocol.

In UPS, the solution is simply to run both protocols at the saime. Hence, we
investigate three protocol stack approaches: a TCP/IP1&(32ack, an AODV/802.11
stack, and the UPS-enabled stack with two concurrent rgptiotocols with a common
802.11 MAC protocol, as shown in Fig. 4.10. The Bypass modulecluded because
we assume no Transport layer protocol for AODV.

Simulations are performed for 16 static nodes, among whiobdes are defined
as SDs, and 32 mobile nodes, among which 4 nodes are defindDss The three
different stacks are evaluated as follows. In the first cds® source node has UPS-
enabled TCP/IP and AODV co-existence, where multicast comaoation toSDs is
done through IP multicast and the unicast communicatioMiXs is done through
AODV. In the second case, all nodes, including the source jraoh the TCP/IP/802.11
stack. In this case, the communication38s is done though IP multicast, and the
communication tMDs is done though multiple IP unicasts. In the third case,ales
can only run the AODV/802.11 stack, where both the staticticagt communication
to SDs and the mobile unicast communicationgtbs are done by individual AODV
unicast packets. The comparison of the stacks are done éopé&rformance metrics:
success rate of the packet transmissions and the totat ti@dfil generated in the net-
work.

The simulation is run for a 1 hour period, with all resultsrigethe average over
this 1 hour. The source node sends one packet/s t&iseand one packet/s to each
of theMDs. The mobile nodes follow the Random Waypoint Mobility (RM)PVIodel
where the mobile speeds are varied among the followingvatgr[0, 0-5, 5-10, 10-15,
15-20] m/s. The interval represents the minimum and maximmahile speeds that are
used as the parameters of the RWPM model. The correspondimfgmance results
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are shown for the maximum speed of the interval, e.g., 1Gssmts the interval of 5-
10 m/s. The simulation region is a 200m by 200m area, and the tses a free space
propagation model where the transmission power and thetiecgower threshold are
set to achieve a maximum of three hops distance between tlesno

The simulation results of the performance under differeoibitity levels are shown
in Fig. 4.11. The average success rate of packets is showig.idR1(a), where the
UPS enabled multiple protocol execution gives the highestess rates. The reason
why the nodes running only the TCP/IP/802.11 or the AODV/&QZrotocol stacks
have lower success rate is because IP cannot handle moliés soiccessfully, and
AODV cannot handle static nodes successfully. Although bioé AODV/802.11 stack
and the UPS-enabled dual protocol approach use AODV to sipeeckets, the success
rates are different. The AODV/802.11 stack performanceverdabout 10% compared
to the performance of the UPS-enabled dual protocol approdde reason is that
AODV sends route requests to all nodes and builds a routeotia the static nodes
and the mobile nodes. When the mobile nodes move, the raugtatic nodes are also
broken, thus reducing the success rate of packet deliveny ®vstatic nodes. On the
contrary, for the UPS-enabled dual protocol case, routimgfatic and mobile nodes
are independent, and thus a static node will not become w f@laa mobile node in
AODV.

Fig. 4.11(b) shows the total traffic generated in the networkhe three different
cases. The AODV/802.11 stack induces a huge amount of tkadtiause it transmits
many control packets for route discovery to st&los. The TCP/IP/802.11 stack, on
the other hand, has the lowest traffic because IP assumeascanstavork, and packets
to unreachable nodes are simply dropped without routingostery overhead. The
deficiency of IP is the low success rate of the packets trateutoMDs.

In conclusion, in the simulations, the UPS-enabled mudtgpbtocols approach has
the highest packet success rate and a low traffic load for aedratatic and mobile net-
work. This approach benefits from the strengths of both thenidPthe AODV routing
protocols, that is, low overhead in the static network arghlsuccess rate in the mo-
bile network, and hides the drawbacks by the auxiliary prokoThe spirit of the UPS
framework is that we do not design a new protocol for the spestenario of mixed
static and mobile networks. What a designer needs to do lsatose the right protocols
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from the existing protocol pool and use the UPS interfacegue them all together.

4.3.3 Notes on Implementing UPS for Off-the-Shelf Protocsl

In order to not change the internal algorithms of IP and AOD¥,implemented the
switch function as additional layers between the OSI layéne switch layer only ap-
pends a Protocol ID to multiplex a packet to the lower layed subtracts the Protocol
ID to demultiplex a packet to the upper layer. With this agaty all protocol details
of the original protocols remain the same.

4.4 Conclusions

In this chapter, we presented our Universal Protocol StbldkS) architecture, which
considers the needs of emerging wireless networks, wheweorie efficiency is the
primary concern. Previous stack approaches have not ayasidhe possibility of run-
ning different protocols in the same stack layer conculyeodmbined with cross-layer
information-sharing between modules or layers. Our approdPS, uses the “Packet
Switch” concept to provide support for both of these feaurbserved in emerging
wireless networks. The UPS protocol interfacS-P| provides packet switches be-
tween stack layers that selectively deliver packets to ¢meect upper (input) or lower
(output) target protocol modules, enabling the modulesffarént layers to seamlessly
work together. The design of UPS also considers the needdssdayer cooperation
and hence enables cross-layer information-sharing amiffegesht protocol modules
through theUPS-ISlinterface. In addition, a common packet memory structupges
sented, namely by thePS Message Poglo enable multiple protocols to have unified
access to internal data of a packet viatHeS Message Pool Interfagg PS-MP)).

A test-bed was built to investigate the UPS framework on g® sensor motes.
Our physical experiments with a TinyOS implementation ofS,JEhat are verified by
the results of TOSSIM emulations, show that UPS indeed esahk co-existence of
multiple protocols in the same stack layer, with very lowteys overhead, and further-
more UPS can provide the benefit of concurrent operation dfiphel protocols and
cross-layer information exchange. Thus, UPS has been stoopnovide a promising
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architecture for emerging wireless networks with complexitiFfunctional applica-
tions.

We also implemented the UPS framework in the OPNET simulatbich en-
abled the simultaneous execution of the off-the-shelf TRRhd AODV protocols
with an underlying IEEE 802.11 MAC protocol, and the resghl®w that the UPS-
enabled stack witmultiple-protocolayers has excellent performance in a mixed static-
dynamic network compared to the conventional TCP/IP/IEBE. 81 stack and to the
AODV/IEEE 802.11 stack. More importantly, while achievitlgs performance, no
modification of the investigated protocols is needed tograte them in UPS. Hence,
UPS provides a generic and universal way to support mulpipdéocols within a layer,
which is an important requirement of emerging wireless oeka. Note that, these
advantages can be generalized to wired networks.
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Chapter 5

Enabling Heterogeneous Devices using
Virtual Interfaces

A majority of existing communication protocols are devadwith the assumption of
a single radio. While there has been some initial work onquaits that use multiple
radios, existing approaches are limited to specific apgiinalomains and specific ra-
dio interface implementations. In this thesis, we proposevaapproach to supporting
multiple radio interfaces that abstracts all the availafiierfaces using a single virtual
interface. The selection of the specific physical interficase per packet is done by
the virtual interface, thus ensuring that no modificatiohthe upper layer protocols
are required. This provides the opportunity for algorittanthe virtual interface to op-
timize the selection of the physical interface to improve tietwork performance. To
test the virtual interface approach, we evaluate scenaiitbsmulti-radio devices that
support LTE, WiFi, and a CSMA network through simulationsst3. Results from
these simulations show that the use of a virtual interfaéeaisible and can improve the
network performance. Different interface selection alfpons as well as the limitations
of the virtual interface approach are discussed.

5.1 Introduction

Since packet radio networks were introduced, numeroudaggeommunication pro-
tocols have been designed to enhance network efficiency.el#awa majority of the
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proposed protocols are developed with the assumption gfesmadio devices. For in-
stance, MAC protocols IEEE 802.11 [75] and IEEE 802.15.4 p&ume each device
has exactly one radio interface. Similarly, routing praiscsuch as AODV [33] and
Directed Diffusion [77] also assume one radio interfacedach node, and thus the
adaptations of these protocols to multi-radio devices atérivial.

Recent research has proposed the use of homogeneous awlidtidevices to in-
crease connectivity, where all devices have the same satmfs. For example, multi-
radio solutions are widely recognized as the standard apprtor wireless mesh net-
works [5, 78, 79]. In these multi-radio scenarios, the apphois to use channel as-
signment for all of the radio interfaces in order to reduems$mitter/receiver interfer-
ence [80] [81]. While these approaches use multiple radiegertheless, all the results
are limited to specific application domains and specificoatterface implementations.

Recently, with the prevalence of wireless hand-held deyseveral communication
standards including GSM, CDMA, LTE, WiFi, Bluetooth, Zig8eand RFID have been
developed. Most mobile devices, such as cellular phonkketteomputers, and laptop
computers, are manufactured with many of these heterogsmradio communication
substrates, and the challenge of managing these multsadis begun to receive atten-
tion. A common method to enhance the connectivity of cumemiti-radio devices is to
provide a prioritized list of networks to access. For exampihen a user is within WiFi
coverage, the multi-radio device uses WiFi for connegtjand only if WiFi coverage
is not available, then the device switches to a cellular ntf12]. As another exam-
ple, 4G introduces the concept of Always Best Connected (AB{; which claims to
integrate different radio access techniques, such as 2GM2@N, WMAN, etc., into
a common network.

Many innovative projects have started to develop solutionsupporting these het-
erogeneous radio networks. For example, multiple par®&C protocols [82] [83]
and routing protocols [84] can be adaptively selected afiogrto the network con-
ditions. However, current methods require architecturadiincations of the existing
communication protocols.

In this thesis, we propose an approach that abstracts alhvhkable interfaces
using a single virtual interface. Since we assume that alinterfaces are connected
to the same IP network, no modification to the layer 3 (L3) irauprotocol or layers
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Figure 5.1: Virtual interface block diagram.

above is required, and packets can be seamlessly trandrindte any of the available
interfaces. We evaluate a scenario with multi-radio devitat support LTE, WiFi,
and a CSMA network through simulations in ns-3 [85]. The leghhique we use is to
expose a virtual interface to control all the physical ifsees, with the virtual interface
controlled by the IP layer. Because of this additional \dftlayer, the selection of
the physical interface is completely hidden from the IP tagad the actual physical
interface selected has no impact on the functionalitiee@iipper layer. This provides
the opportunity for performing smart physical interfackesBon at the virtual interface
to improve the network performance.

The rest of this chapter is organized as follows. We deschbevirtual interface
system model in Section 5.2, and we present the results gechpath using a single
interface in Section 5.3. Section 5.4 discusses an ineedalection algorithm that uses
a weight function. Adaptive random selection schemes aeudsed in Section 5.5.
The use of a virtual interface with TCP traffic is describedattion 5.6. Limitations
of the virtual interface approach are discussed in Sectibn@onclusions are provided
in Section 5.9, and future work is presented in Section 5.10.
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5.2 The Virtual Interface

The virtual interface is proposed to enable the aggregafiaii the available interfaces
to a single virtual interface. Instead of the conventiowéson, where all the physical
interfaces are directly exposed to the layer 3 (L3) routirggqrcol, the proposed virtual
interface disconnects the existing physical interfacesnfiL3. Fig. 5.1 shows the
virtual interface system block diagram. The virtual inée€ provides access to the
physical interfaces and seamlessly incorporates all opthesical interfaces into the
network. All of this can be achieved without user interventi The Internet stack
requirements and the packet send/receive flow will be dssxis this section.

5.2.1 Internet Stack

The physical interfaces controlled by the virtual inteegf@o not need to be customized.
Any layer 1 (L1) and layer 2 (L2) interfaces that are comgatitath the L3 IP protocol
requirements can be used as a target interface. We call yis&cphinterfaces controlled
by the virtual interface aslient interfaces Only the virtual interface is assigned an IP
address, the client interfaces do not have individual IPreskes. We assume that all
the target nodes are equipped with the same set of cliemfanés. The impacts of this
assumption will be discussed later in Section 5.7.

The protocols above L3 consist of the TCP/UDP protocols,ctvhimplies that
ARP/IPv4/IPv6 are used by all the nodes in the L3. Since TCHWnd the appli-
cation layers are above L3, from the L2 point of view, theyiangevant to the virtual
interface. Any protocol that is compatible with the Intereack can be used with the
virtual interface without modification. In our ns-3 implentation, the entire Internet
stack and physical interfaces are used as is from the ns&repasitory.

5.2.2 Sending Packets

When the virtual interface receives an outgoing packet fiteeri3 layer, a client inter-

face must be selected from the candidates. The selectidmohean use information
from the physical interfaces to make this decision. The gdace for sending a packet
is summarized by the pseudo code in Algorithm 1.
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Algorithm 1 Send via a Virtual Interface
Input: Packet from upper layer

Output: Packet inserted to a client interface

1: Select an interfaceaccording to
e Available interfaces
e Available information

2: Send the packet to interface

In the Internet protocol stack, only minimal informationsisared between layers.
For example, the only information shared between the L2faxte and the routing layer
is the packet itself and the destination address. Unless #re custom modifications,
such as using link quality at the routing protocol, no infatran such as packet success
or delay is available to the routing protocol from the L2 nfdee. Therefore, for the
typical case of using the client interface on a device asas, Without modification,
we expect that the virtual interface cannot obtain any arfirmation from the client
interfaces.

Due to this lack of information, the best interface selaetioethod that the virtual
interface can implement is to evenly distribute the loadlitthe available client inter-
faces. We refer to this amiform random selection methaathis chapter. This can be
improved if some form of user input is available or modifioas of the client interfaces
are allowed. In Sections 5.4 and 5.5, we will discuss how veeax$ra information to
design intelligent client interface selection algorithms

We assume that all the L2 MAC protocols are tightly coupleth®corresponding
radio devices. Therefore, the selection of a specific cli@etface means the selection
of the corresponding L2 MAC protocol and the L1 physical devi

5.2.3 Receiving Packets

Since we assume all nodes are running IP protocols with ttegriet stack, all the
incoming packets are in the same IP format. Therefore, vedgdackets are simply
forwarded from the client interface through the virtuakiriace to the L3 layer.
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5 Mbps and delay 2 ms.

5.3 One vs. Multiple Interfaces

We first consider the experiment of using multiple interiaeéth the uniform random
interface selection method compared with using a singkrfiaate. Intuitively, as more
interfaces leads to higher overall bandwidth, throughpot$d be increased compared
with using only a single interface.

Using ns-3, we simulate a scenario with a pair of sourcentsgdin nodes in the
network. IPv4 is used as the L3 protocol, and the source egiin sends UDP traffic
with Poisson distribution. Note that, with this setup, petckuccess rate is directly
proportional to the resulting throughput because there isiterfering traffic.

Fig. 5.2 shows the success rates when using one clientangeversus three client
interfaces, LTE + WiFi + CSMA. As expected, the packet suscate is higher when
more interfaces are used in the communication. From thdtseste can see that the
success rates are virtually the same under low traffic. Thdies that if the target
application is for a low traffic network, using multiple imteces does not necessarily
increase the network performance, although there is no hretenms of success rate in
using more interfaces.

Fig. 5.3 shows the application layer's average delay frommdimulations. The
results indicate that average delay increases while theepaaccess rate increases with
multiple client interfaces. The LTE only scenario has lowelay than using multiple
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interfaces. The reason for the lower delay in the simulagdhat LTE uses 1 ms time
frame for Transmission Time Interval (TTI), and hence thiaylés a constant 1 ms for
all source data rates, plus a small delay of routing over(@Rd& packets). LTE in the
ns-3 implementation does not support burst packets, arkéfsaare dropped if multiple
packets are waiting to be sent in a TTI frame. Dropped packetsot included in the

delay calculation.

5.4 Weighted Random Interface Selection

A natural enhancement of the uniform random interface sielemethod is to weight
the probability of selecting a particular client interfacging input from the user. In
this experiment, we choose the expected channel capaciyeaweight, so higher
bandwidth client interfaces will receive a higher portidrtee traffic load. The experi-
mental throughput value of maximum packets per second agkassthe weights of the
interfaces:
| LTE | WiFi | CSMA
Weight (pkt/s)| 508 | 604 | 256

Note that the actual throughput depends not only on the @éidrandwidth but
also characteristics of the protocol, for example, badkiofe, control packets (e.g.,
RTS, CTS, and ACK packets), and queue length. In our sinaxiatiall the protocol
parameters are set to the ns-3 default values.
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The procedure of the weighted random selection method isv&urired by the
pseudo code in Algorithm 2.

Algorithm 2 Weighted Random Interface Selection
Input: Available client interface lisf and list of weightsu;

Output: Interfacei € I is selected
1: CalculateW; ;o = > w;
2. Select interface with probabilityp; =

Wy

Wtotal

The LTE client interface in our experiment transmits pasked an up-link channel,
from a user node to a base station. This is a lower throughmartreel compared with
the down-link channel, and it is slower than the WiFi channe&ur environment. Fig.
5.4 shows the simulation results. Although the user inpanalel capacity provides
direct information about the client interfaces’ perforrnenthe packet success rate is
only marginally increased. The reason is that there is alineas relationship between
the application input data rate and the success rate. Thessicate is 100% for low
data rate values, however, it suddenly drops after a thi@slata rate. This indicates
that using a constant weighted selection algorithm is noes®arily helpful in making
the client interface selection decision, especially adesing that the user may enter in-
correct weight information. This constant weight methodlgo vulnerable to changes
in channel conditions, which will be considered in Sectidh 5
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The resulting delays for the uniform random and weightedoam selection algo-
rithms are also shown in Fig. 5.4. We can see that weightedbrarselection of the
client interfaces decreases the delay. The reason for wer ldelay in the simulation
using the weighted random selection algorithm is because mpackets are sent via
LTE (since it has a higher weight than CSMA), the packet dedagduced.

The resulting delays in Figs. 5.3 and 5.4 show that optinoratf more than one
metric is much more difficult for heterogeneous interfacé®r example, no set of
weights can provide both the best success rate and delag aathe time in these
experiments. The optimal weights for delay are (1, 0, 0), e#i packets are sent
through LTE, but this will result in lower packet succes®rats shown in Fig. 5.2.

5.5 Adaptive Random Interface Selection

As discussed in Section 5.2.2, uniform random selectiohasbest approach we can
use without supplying user input or modifying the clienteiriices to provide extra
information to the virtual interface. From Section 5.4, vee shat user input may im-
prove the performance, but using constant weights suffens &ny changes in channel
conditions for the different client interfaces.

In this section we propose adaptive random interface selection methodver-
come these problems. In this approach, information is eté¢dafrom client interfaces
to calculate the weights for each client interface, and tleeghts are adjusted with
changes in the run time client interface conditions. Thgoathm uses channel con-
gestion information from the client interfaces to adapyivealance the traffic loads.
For system support of information sharing, the Universatéuol Stack (UPS) [86] is
selected as the infrastructure for the ns-3 implementation

For the LTE interface, because the ns-3 implementation doehave an ARQ
Indicator Channel [87], there is no NACK to identify packess$es. In order for the
virtual interface to obtain packet drop information, a lsatik function is added to the
LTE protocol to inform the sender that a packet was dropped.

For the WiFi interface, a notification event is added whendeeder node per-
forms an RTS retransmission, as this indicates a packeisiooll for one of the
RTS/CTS/DATA/ACK packets.
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For the CSMA interface, a notification event is added wherstreler detects the
channel to be non-idle while trying to send a packet. The g@aakll be assigned to
another back-off slot and retransmitted.

Each interface uses a counter to record the number of evetitatonterface. This
counter is used to calculate the runtime weight of the iate&fand the resulting weight
is used for the interface selection probability calculatiorhe higher the count, the
lower the probability of that client interface being seésktso a congested client inter-
face will receive less traffic from the virtual interface. \Also use the TCP-analogous
moving average technique that decreases the count overdortbe lower weight in-
terface will start receiving more traffic until congestiondily occurs again. The pro-
cedure of adaptive random selection is summarized by thedpseode in Algorithm
3. Default weightw;
selection provided by the user, as discussed in Section 5.4.

in Algorithm 3 is the weight for the weighted random intedac

Algorithm 3 Adaptive Random Interface Selection
Input: Available client interface list

Output: Interfacei € [ is selected
1: for interface: in list 7 do
2. [* Count of congestion event for interface= ¢; */

3:  /*For each congestion event, increaséy 1 */
4:  [*For each predefined peridd, decrease; by 1 */
5. [*Weight of interfacei = w; */
6: /* Default weight of interface = w;, , */
7:  if ¢; > 10 then
8: w; =0
9: else
10: [* Weight calculated as a moving average that is decreasd®®y*/
11: w; = Wiy, X (1 —¢;x0.1)
12:  endif
13: end for

14: CalculateW, 10 = > w;
15: Select interface with probabilityp; =

Wy

total
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In order to simulate runtime changes in channel conditithespriginal source and
destination nodes in the previous experiments are surezlbyg an additional 20 pairs
of source/destination nodes, as shown in Fig. 5.5. Theso@fs nodes generate
Poisson traffic to saturate the WiFi channel. The weightedoan interface selection
method is expected to perform poorly because it unconditipisends packets to the
congested WiFi interface.

Fig. 5.6 shows the simulation results, where the resultingrcass rate for the
weighted method is worse than that of uniform random interfaelection method.
This is because the weighted random selection does notdmrikie dynamic channel
information and results in high number of packets sent tgested WiFi interface. The
optimal weights for success rate in this experiment are,(60356), i.e., avoid packets
sent through WiFi, but this will result in lower packet susseate in different traffic
patterns. The adaptive random interface selection methozkssfully avoids the WiFi
interface and achieves higher packet success rate forattspacket loads.

The spike and decrease of the resulting delay for the weaigtaedom interface
selection is due to the packet drops in the WiFi and CSMA cbhn8ince dropped
packets from WiFi are not included in the delay calculatitwe, overall average delay
for all three interfaces is reduced when a higher proponifgrackets are sent through
LTE.

5.6 Interface Selection while Using TCP

In order to determine the effects of TCP’s congestion cdalgmrithm on the selection
of the physical interface, we ran experiments using all efttevious interface selection
algorithms as well as the individual physical interfacesd®ingle source-destination
pair utilizing TCP with Poisson traffic distribution. Fig.Bshows the success rate for
these simulations. The delay results are shown in Fig. 5@ba&tkground traffic is
considered in these simulations.

The results of these simulations show that LTE has the losestess rate. As
discussed in Section 5.3, the LTE implementation in ns-Ppslisome packets when
sending burst traffic, and this results in long delays due@® Te-transmissions. The
CSMA success rate drops sharply from the input rate 512qukt/Bhis is because high
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source data rate overflows the CSMA internal packet queuwkthenT CP protocol tries
to retransmit the dropped packets. However, retransnmissgults in more traffic to the
interface, which leads to even worse queue overflow. Theglength is 100 packets
in this experiment.

From Fig. 5.7, we can see that WiFi and CSMA have the highestess rates,
and all the random selection methods have sub-optimal amthsiresults. This means
that for TCP traffic, the optimal per-packet selection rgléa use only one interface
(e.g., WiFi or CSMA), instead of multiple interfaces. Altngh the random interface
selection methods provide smoothed results to avoid thetwase of concentrated
LTE interface usage, they do not achieve the optimal pacletess rate.

The reason for the reduction in success rate is due to oote®r packet delivery in
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the multiple interface scenarios. TCP performs flow cordral packet retransmission
with the use of “Acknowledgement Number” for tracking theler of packets [88].
If the number of the out-of-order packets is over a threshb@P will assume that a
segment has been lost, and TCP then performs a retransmiggloout waiting for
a retransmission timer to expire. In the case of multipleriaices, if a sequence of
packets is randomly distributed to the WiFi and CSMA inteefs, although the WiFi
interface might contain packets later in the order, sinceéiWas higher bandwidth and
shorter delay, the packets will reach the destinationeatian the CSMA packets, and
hence this results in receiving packets out-of-order.

The delay results of the TCP experiments also confirm the sdrservation. Even
in the low source data rate and 100% success rate regiortbeathultiple interfaces
selection methods have higher delays due to TCP retransmisghis indicates that
the performance of interface selection methods changéshettraffic pattern, and the
optimal interface selection methods for UDP cannot be dyepplied to TCP.

To enhance the success rate, per-stream interface salewtihods should be used.
To retain the packet order, all traffic of a TCP stream shoeldopwarded to one des-
ignated interface, and different TCP streams should ugerdift interfaces to increase
the throughput. The design of a per-stream interface sefegtethod is left as future
work.

5.7 Limitations

The virtual interface has some limitations. First, in therent implementation, all the
nodes need to have the same set of physical interfaces. viidkea packet may be
initially routed to a relay node in the IP routing table, butlze virtual interface it is
forwarded to a client interface that is not connected totblaly node. That means that
the virtual interface can only select the interfaces thatcannected to the destination
node. This limitation can be solved by adding a nodes-iate$ table to each virtual
interface to record the interfaces of neighbor nodes.

The second limitation is the client interfaces’ MAC adde=sssAll the client inter-
faces of a node need to have the same MAC address. The prabexplained in Fig.
5.9. Because the virtual interface can select an interfatte ttve wrong destination
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MAC address, the destination node will assume this is arlithgacket and drop it. By
assigning all client interfaces of a node with the same MAGresss, all the destination
interfaces will have the correct addresses and the packdiecarocessed.

There may be additional application specific limitationsr Example, if the WiFi
hotspot needs login information input from the user, théuair interface may fail to
complete the authentication process and can impact thiingsperformance. In gen-
eral, any dependencies between the network interfaceshanésdt of the protocol lay-
ers (i.e., cross-layer interactions) have to be carefulangned when deploying virtual
interfaces in the target system.

5.8 Machine Learning Interface Selection

We have done some preliminary MATLAB experiments with maehliearning tech-
niques for the interface selection, including Saturatirmui@er [89], Learning au-
tomata [90], Optimal stopping [91], Bayesian Learning [94Lltiarmed Bandit [93],
Kalman Filter [94], and Particle Filter [95]. The resultoshonly marginal differences
in the performance.

All the methods are similar in their ability to track the netk status, but the simu-
lation results are dominated by the traffic patterns andreitgo parameters. Algorithm
parameters optimized for one traffic pattern have failedtbermtraffic patterns, and no
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single method can out-perform the others in all conditidriee results show that unless
the learning method is custom designed to a specific deviegage setup and for an
application traffic pattern, simple random selection pidegiadequate performance for
general use.

5.9 Conclusions

In this chapter, we proposed an approach that abstractsea#iviailable interfaces us-
ing a single virtual interface. By using the proposed viringerface, packets can be
transmitted from any of the available interfaces, withootifying the Layer 3 routing
protocols and the Layer 2 MAC protocols. Because this amitti virtual layer hides
the physical interfaces from the IP layer, novel physictdnface selection algorithms
can be applied at the virtual layer to improve the networkqyerance. Three interface
selection algorithms were proposed in this chapter: umfandom interface selection
method, weighted random interface selection method, aagtag random interface
selection method. We evaluated UDP and TCP traffic scenaithsmulti-radio de-
vices that support LTE, WiFi, and a CSMA radio interface tigb simulations in ns-3.
The results showed that supporting multi-radio deviceb witirtual interface improves
the network performance, but the performance of the inter&election algorithms is
influenced by the traffic pattern and algorithm parameters.

5.10 Future Work

Our future work will focus on the limitations of the virtualterface implementation.
We also plan to add more interface selection algorithmsdaitiual layer as libraries,
and to implement the virtual interface on physical mobilgides to make it a viable
option for future multi-radio device deployments.



Chapter 6

Stateless Multicast Protocol for
Dynamic Networks

The previous chapters have explored novel protocol stastktactures to provide sup-
port for cross-layer information sharing, as well as thecaktien of multiple protocols
in the same stack layer. Such architectures are importauftport the goals of emerg-
ing wireless networks. Additionally, emerging wirelesswarks have several features
that require a re-thinking of protocols. Specifically, thegtworks are often dynamic,
due to node mobility, limited node energy requiring dutglayy of the nodes, and
channel conditions. Thus, it is important to consider howst be support the protocol
goals in these dynamic conditions. Specifically, in thisptbg we take a fresh look
at multicasting in dynamic networks, while in the followicapter we explore the
appropriate setting of node duty-cycles in convergecasstnission scenarios.
Multicast routing protocols typically rely on the a-pri@reation of a multicast tree
(or mesh), which requires the individual nodes to maint&tesinformation. In dy-
namic networks with bursty traffic, where long periods oésde are expected between
the bursts of data, this multicast state maintenance adalgy@ &amount of communi-
cation, processing and memory overhead for no benefit togpkcation. Thus, we
have developed a stateless receiver-based multicastcptat@t simply uses a list of
the multicast members’ (e.g., sinks’) addresses, embenfdpdcket headers, to en-
able receivers to decide the best way to forward the mutticaffic. This protocol,
called RBMulticast (Receiver-Based Multicast), expldhe knowledge of the geo-

74
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graphic locations of the nodes to remove the need for cotdle snaintenance (e.g.,
tree/mesh/neighbor table maintenance), making it idesalited for multicasting in dy-

namic networks. RBMulticast was implemented in the OPNEfusator and tested
using a sensor network implementation. Both simulationexgperimental results con-
firm that RBMulticast provides high success rates and lowaydelithout the burden of

state maintenance.

6.1 Introduction

In our daily life, several applications require data delw® multiple destination nodes,
where the use of multicast routing is an ideal approach toag@mnd reduce network
traffic. These applications range from member-based T\&Widroadcasting to push
media such as headlines, weather and sports, from filelditish and caching to mon-
itoring of information such as stock prices, sensors andrggc Oftentimes these
services are required over highly dynamic networks, such@sle ad hoc, vehicular,
or wireless sensor networks. These networks are dynamit¢adiinee mobility of the
nodes in the network and/or the random sleep/awake cycigsate often utilized to
minimize energy dissipation of the devices. Providing sibuulticast routing in such
dynamic network environments is an important design chghefor supporting these
applications.

In some wireless multicast applications, the source amtnmdiate nodes are mo-
bile, but the multicast recipients’ locations are fixed amdwn. For example, fixed,
road-side stations may require traffic updates from carsviehecular ad hoc network.
Similarly, applications including habitat monitoring, ldfire detection, and pollution
monitoring utilize data from mobile sensors that must b& g8estationary sinks in the
region. In all of these applications, the locations of theipalar set of destinations for
some data are fixed and known a-priori by the nodes in the mkeivilo other wireless
multicast applications, all nodes, including the multtadsstinations, are mobile. In
this case, in order to support any type of multicast servicparticular devices, the
source nodes must know the locations of the multicast degtimnodes. This can be
provided by a service discovery protocol that sits outdn@ervuting protocol, updating
the source(s) with the current location of the sink nodesithmer case (fixed sink nodes
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or mobile sink nodes with a service discovery protocol pdowg updates on the sinks’
locations), the routing protocol can assume knowledge®sthks’ locations. We can
exploit this knowledge to design a stateless multicastimgyirotocol.

In this thesis, we propose a Receiver-Based Multicast pobt&BMulticast, which
is a stateless cross-layer multicast protocol where paok#ing, splitting packets into
multiple routes and the medium access of individual nodissaely on the location
information of multicast destination nodes [17]. RBMudtst includes a list of the mul-
ticast members’ locations in the packet header, which prtswtee overhead of building
and maintaining a multicast tree at intermediate sensoesidibcause all the necessary
information for routing the packet is included within theckat header. Additionally,
the medium access method employed does not require anyirdfiat@ation such as
neighbor wake-up time or any a-priori operations such ag synchronization. No
tree creation or maintenance or neighbor table maintenasn@®uired, making RB-
Multicast require the least state of any multicast routingiqcol, and it is thus ideally
suited for dynamic networks.

RBMulticast is areceiver-basegrotocol, which means that the relay node of a
packet transmission is decided by the potential receivietiseopacket in a distributed
manner. This routing approach does not require routingetabihd enables the use of
the current spatio-temporal neighborhood; this can be emeapto proactive and reac-
tive routing protocols where the route is decided using aébeskt available information,
which can be stale. This is a crucial property, especialtydignamic networks. In
RBMulticast, receivers contend for the channel based dnpgbéential contribution to-
wards forwarding the packet, which is inspired by the cilagger protocol XLM [15], a
receiver-based unicast protocol designed for wirelessaearetworks (WSNs). Nodes
that make the most forward progress to the destination wiitend earlier and hence
have a higher chance to become the next-hop node. In RBMsitithe multicast rout-
ing uses the concepts ofiftual node and “multicast regioii for forwarding packets
closer to the destination multicast members and deterguwimen packets should be
split into separate routes to finally reach the multicast imens

The total number of hops that packets travel to reach thestirtion is an im-
portant performance metric for routing protocols, as itjmtes an indication of band-
width usage and of the energy efficiency of the protocol. Ia thapter, we derive a
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mathematical model for the lower and upper bounds on avdrageount realized by
RBMulticast given the network parameters: target areagmmhsity, duty cycle of the
nodes, number of multicast members and the communicatiaggeralhese analytical
bounds are validated by simulation runs of RBMulticast gerfed in Matlab.

To detail the network performance of the RBMulticast, padéeel simulations are
performed using the OPNET simulator [74]. The performarfd@BMulticast is com-
pared to that of the XLM unicast protocol to show the perfanoeagain achieved by
the proposed multicast routing protocol. The results shwatr RBMulticast achieves
much better performance in terms of latency and networkidrd?hysical experiments
of RBMulticast are also conducted using Tmote Sky motes lidate the simulations.
Results of these experiments show that RBMulticast achkikigh packet delivery suc-
cess rate even in highly dynamic networks, e.g., over 90%revheday nodes move
at speeds up to 30 m/s. Such high performance is not reaiZzabhighly dynamic
networks using other multicast approaches, since nodeskees updated information
about the network. RBMulticast is lightweight and robusgking it ideally suited for
multicast applications in ad-hoc networks such as WSNs aANETTs.

6.2 RBMulticast Protocol Description

RBMulticast is a receiver-based cross-layer protocol geforms multicast routing
based on receiver-based geographic unicast protocolsasu¢bM [15]. The receiver-
based unicast only needs the sender node’s location andnéded&stination node’s
location, which are provided in the MAC packet, to decidertbet hop along the route.
We assume that the “void” (hole) problem in geographic rayis solved implicitly,
for example, using the right-handed rule as in GPSR [96].

Throughout this chapter, we will assume that the multicastipers are stationary,
such as multiple stationary sinks in WSNs or stationary sdde access points in vehic-
ular ad-hoc networks. The intermediate nodes can be eitdger sr mobile. Although
mobile intermediate nodes result in route breaks in comyeal multicast protocols,
since no multicast tree or mesh is used in RBMulticast, nedbilermediate nodes are
supported at no additional cost in RBMulticast. Mobile degtions (multicast mem-
bers) create a challenging problem for multicast protqaoid its solution is out of the
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scope of this work.

6.2.1 RBMulticast Overview

Nodes in RBMulticast create what we call “multicast regiocentered around them-
selves. There are several ways to create these regionsdstenss.2.2). However,
we use a quadrants approach due to its simplicity and goddrpgance, where each
multicast region corresponds to one quadrant of the networla grid centered at the
node.

When a user initiates a request to send a packet to a muljeagd, data is passed
down to the RBMulticast module in the protocol stack. OneeRBMulticast module
gets this packet, it retrieves the group list from its groalpe, assigns the group nodes
to the multicast regions based on their locations, and usiege locations, calculates
a “virtual node” location for each multicast region. RBMaéist replicates the packet
for each multicast region that contains one or more muiticesmbers and appends a
header consisting of a list of destination nodes (multicesmbers) in that region, TTL
(Time to Live) value, and a checksum value. The destinatioa eplicated packet
is the “virtual node” of the corresponding multicast regiarhich can be determined
in several ways (see Section 6.2.4), e.g., as the geometan of the locations of all
the multicast members in that multicast region. In the elighazkets for all multicast
regions are inserted in the MAC queue, and are then broatttsthe neighborhood.
The node closest to the virtual node (within the availablayr@odes as determined
by receiver-based contention at the MAC layer) will takgoaessibility for forwarding
the packet. The procedure for transmitting packets is sumgthin pseudo code in
Algorithm 4.

When a node receives a multicast packet, RBMulticast fistremes the checksum
in the packet header, and drops the packet if any corrupkistsan the packet. It also
drops the packet if it is not in the forwarding zone. The famag zone is the area
within the radio range of the sender that has a smaller distemthe destination than
the sender-destination distance.

After a node receives a multicast packet, it then retriekiesdiestination node list
from the RBMulticast packet header. If this node is insidedbstination list, it removes
itself from the list and passes a copy of the packet to the pgers in the protocol
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Algorithm 4 RBMulticast Send

Input: Packet output from upper layer
Output: Packets inserted to MAC queue
1: Get group listV from group table
2: for noden in group listN do
3: for multicast region- in 4 quadrants regiong do
4 if n € rthen
5 Add n into r.list
6: end if
7. end for
8: end for
9: for r € Rdo
10: if r.list is non-emptythen

11: Duplicate a new packet

12: Add RBMulticast header(T' L, checksum, r.list) 10 p
13: Insertp to MAC queue

14:  end if

15: end for
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stack. RBMulticast then checks the TTL value and drops tlo&gdaf the TTL is lower
than 0. Finally, if there still remain nodes in the destioatiist, multicast regions and
virtual nodes are recalculated, and new packets are gedafaequired. The packets
(one per multicast region that contains multicast memlageshhen inserted in the MAC
gueue for transmission. The procedure executed aftemieggdackets is summarized
in pseudo code in Algorithm 5.

Fig. 6.1 gives an example of how RBMulticast is employed. Twe multicast
regions, the south-west and north-west quadrants, coatdynone multicast member
each, and thus a packet is sent directly to these multicasindéons. The north-east
multicast region has three multicast members, and thusglespacket is sent to the
virtual node located at the geometric mean of the locatidritle@multicast members
(dotted circle with labe8 in the figure). The south-east multicast region has no multi-
cast members, and hence no packet is transmitted into tfimreOnce a packet sent
towards a virtual node reaches an intermediate node forhathie multicast members
are no longer in the same multicast region, the node wilt sfflpackets to each of the
multicast regions accordingly.

6.2.2 Multicast Regions

Once a node receives a multicast packet (from the applicéiger or from a previous
hop node), it divides the network into multicast regiong] @rwill split off a copy of
the packet to each region that contains one or more multicastbers. We show two
possible divisions of the network into multicast region§ig. 6.2(a) and 6.2(b).

There is no method that is clearly best. Influencing factoctude the sink node
locations and how the relay nodes are distributed. For tlfal@unts approach, the
multicast region decision only needs two comparisons (X¥aages) for each multicast
member and is extremely fast. We believe that it is preferds systems with low
computational capacity such as wireless sensor nodes.

6.2.3 Packet Splitting

In Algorithms 4 and 5, we describe the RBMulticast method $ipdits packets at relay
nodes for which the multicast destinations reside in d#fféregions. This method is
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Algorithm 5 RBMulticast Receive

Input: Packet input from lower layer

Output: Forwarded packets inserted to MAC queue

1

N RN NN N NNNER PR P B B P P PP
N g AR MR O © 0 N g R MR O

© o N 2 Td R w DN

. Calculate checksum. Drop packet if error detected
Drop packet if not in Forwarding zone
Get destination lisD from packet header
for noded in destination listD do
if amd then
Duplicate the packet and input to upper layer
Removed from list D
end if
end for
if TT'L in header <) then
Drop the packet
return
- end if
: for d € D do
for multicast region- in 4 quadrants regiong do
if d € r then
Add d into r.list
end if
end for
. end for
: for r € Rdo
if r.list is non-emptythen
Duplicate a new packet
Add RBMulticast header[(T'L — 1, checksum, r.list) tOp
Insertp to MAC queue
end if
. end for
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Figure 6.1: Example showing how RBMulticast delivers nuoalsit packets. The source
node is the square node. Multicast members are shadedsciarid virtual nodes are
dotted circles. Because every destination node will becamietual node at the end,
they are all shown with dotted circles. The number on the sidke lines indicate the
destination of that packet.

used in the protocol description due to its simplicity.

In a variation of this method, namely RBM-V, the packets aigiead split off at
the neighbor nodes of the virtual node, which delays spijitthe packets compared to
the former method. Hence, in RBM-V, certain packets needaeet backwards after
splitting, which may increase the total hop count. Howeaswyill be shown in Section
6.3.3, this variation of RBMulticast requires similar omer average number of hops
to reach all members.

6.2.4 Virtual Node

Network layer multicast protocols, which require multipiestinations, are built on top
of Link layer protocols that typically allow only a singler(izast) or all (broadcast)
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Figure 6.2: Two possible ways to divide a space into multicagions: a) dividing
the space into four quadrants, and b) dividing the spacetimee 120 regions. c)
demonstrates how to choose a next hop node. The solid node sotirce node, and
the gray nodes are the multicast members. The solid linesisaiite when choosing a
target node near the geographic mean of the multicast marrdosd the dotted line is
the route when choosing a target node close to the nearestastiimember. We can
see that the longest distance is two hops distance in theéis&t, and it is three hops
distance in the second case.

destinations. Possible ways to adapt the need for multiplkicast destinations to a
MAC layer that can only handle a single destination are cimgos node that is close to
the geographic mean of the multicast members, or close todgheest multicast node,
as shown in Fig. 6.2(c).

In RBMulticast, because we assume no knowledge of neightieshand no rout-
ing tables, we assign a “virtual node” located at the gedgramean of the multicast
members for each multicast region. This virtual node is wedn imaginary desti-
nation for the multicast packet in that region. The virtuatles are not necessarily
reachable or even physically exist as illustrated in Fidl. 6The idea behind this is
that even if a virtual node does not exist, we can still find @teausing the assumed
receiver-based MAC protocol to get the packet closer todbation of the virtual node.
On the other hand, when using the nearest multicast nodeeatettiination, all node
addresses physically exist and virtual nodes are not nagess
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1 2]3]4]s5e6]7]8]o]wef]1n]2]13]14]15]16
Protocol ID TTL (Time To Live)
TOS (Type Of Service) DLL (Destination List Length)
Checksum

Source Address

Destination List Address 1

Figure 6.3: Packet header of the RBMulticast protocol.

6.2.5 RBMulticast Header

The goal of a stateless approach is to keep intermediatesriama having to store any
data for routing and medium access. This is possible onli} ihBormation required
to multicast a packet is carried along with the packet. Thestjan is how much in-
formation the multicast packet needs to carry for succéskdlivery to all multicast
members. Fig. 6.3 shows the structure of an RBMulticastéread

The first byteProtocol ID is for protocol identity in the protocol stack [86T TL
(Time To Live) provides a maximum time, in hop humber, thataket should last in
the network. TOS(Type Of Service) indicates four kinds of packets in RBMudst,
which are “data”, “join”, “leave”, and “update” packets. @hlupdate packets are used
in group management and periodic group list updalBdd. (Destination List Length)
indicates how many nodes are in the node list, and thus widrdene the length of
the header. The RBMulticast header size is not fixed sincel¢sénation list length
is variable. Source Address the address of the source node, which equals the RB-
Multicast group ID of this packet, aridestination List Addresstores the locations of
the DLL destination nodes. The RBMulticast group ID is not actuatieded in this
protocol since all the multicast members are included irpteket header.

Because we assume a receiver-based MAC layer, the next hagiagemined by
a joint decision among potential receivers. Hence, the REb&ist header does not
need to carry any state for routing the packet. However, Wiensed to decide when
the packet must be split off to different destinations. Tikisisually implied by tree
branches in tree-based multicast approaches. Because Micttion information as-
sumption, we can use multicast regions to decide when paokett be split off without
any tree structure. A packet will be split off to each mulsiceegion if multicast mem-
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bers exist in these regions. Thereforedestination listis the only requirement for
multicast packet delivery: this destination list must beied inside the packet header.

As with any multicast protocol that uses a destination fist,packet header length
will increase linearly with the number of destination nodéee maximum number of
multicast members allowed in a group is restricted by th&@asize. For packets in
the IEEE 802.15.4 standard of Wireless Sensor Networksngeemum packet size is
128 bytes, and hence the maximum number of nodes in the destidist is around
50, which is sufficient for practical purposes. The impacpatket length on energy
consumption can be reduced by adjusting the power contriie@MAC protocol, as
shown in [97]. The idea is to compensate for the increasekigb@ollision rate due to
long packet lengths by increasing the transmit power.

6.2.6 Group Management

RBMulticast supports multicast group management wherescdn join or leave any
multicast group. Some nodes manage the multicast groupaaras the group heads.
Nodes join and leave a group by sending “join” and “leave”kads to the group head.
Join and leave packets are multicast packets with desimbsits that contain only the
group head address.

RBMulticast supports Many-to-Many multicast mode, andstlewery node in a
multicast group can multicast packets to all other nodebeénsame group. The extra
burden is that the node must maintain group node lists fanggat has joined. In the
case of nodes joining or leaving, the group head must sendktep packets including
a list of its updated multicast group members to all groupasodNodes send “join”
packets periodically to the group head, and nodes that digowi sending "leave”
packets are removed from the list after a time-out period.

6.2.7 Summary

In summary, RBMulticast uses virtual nodes to embed mudtipackets into a receiver-
based unicast protocol, and it uses multicast regions ib aiplpackets to different
multicast members. All the required information is carridthe packet headers, and
hence no state is stored by the intermediate relay nodesorii@equired information
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for packet delivery is the location of the relay source noale the multicast members,
thus the size of the packet header grows with the number dicast members. For a
multicast group, a group head maintains the group list, wtathe only state informa-
tion of our RBMulticast protocol.

Compared to non-stateless multicast protocols that neegddate the routing table
at intermediate nodes, RBMulticast stores no state atnm@drate nodes, making it
ideally suited for multicasting in dynamic networks.

6.3 Analytical Bounds on Average Hop Count Perfor-
mances

Average hop count performance of a protocol is an importarfopmance metric, since
it provides information about the network traffic generdtgdhe protocol and the total
energy consumed for packet delivery.

6.3.1 RBMulticast Performance

For the sake of brevity in the analysis, we consider the tianaf RBMulticast where
the packet splits are not done until the packets reach a neldg within one hop dis-
tance of the virtual node, which is named RBM-V. As will be gimdby simulations in
Section 6.3.3, the hop count performance of RBM-V is sintibeor better than that of
RBMulticast.

RBMulticast is investigated under the conditions that rsodee assumed to know
their own location information and to use a perfect MAC with macket collisions.
Nodes are uniformly deployed with densjiyn a2 R diagonal square area. The source
node is located at the center of the area, &hthulticast destinations are uniformly dis-
tributed in the square area. Quadrant multicast regionased. Transmission ranges
of the nodes are normalized toin the analysis. All nodes except the source and the
multicast members employ a fixed duty cyale, The average number of available re-
lays in the radio coverage area is defined\as- dpm. Symbols used in the multicast
analysis are defined in Table 6.1.

We calculate the expected number of packet splits and thecéeqh packet distance
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from the relay nodes to the virtual nodes iteratively, whareach iteration packets are
splitand are sent to the updated virtual nodes. The totaargd number of hop&|m]

is the iterative summation of the multiplication of the egfsel number of packet splits
with the expected number of hops for each split packet.

Since the multicast members are uniformly distributed agredhmulticast regions,
the virtual node location of a region is the geometric meathefmulticast members’
coordinates, i.e., the center of mass of the multicast mesnbe

For the case of quadrant multicast regions, with the radiubeoexperiment area
R, the expected location of the virtual node in the first quatis

R R
~_ JspsTdS _ Sl ps ()dwdy <%) (6.1)
fs psdS PS(%)Q 2—\%

wherepg is the density of sink nodes (multicast members) in the rasti regionsS.
The expected distance from the relay node to the virtual imHencei| = £, and the
average advancement ratio for the first virtual node is % = %
At iterationi, Ny; multicast packets are sent to all virtual nodes, each ofhvisiat
average distancP,; = aD;_; due to symmetry. The average distance to a virtual node

at iteration; is thus
D;=(a)')R=(3)R. (6.2)

The iteration ends if the distance from the relay nodes tosttteal nodes is less than
1,i.e., ifD; < 1. Hence, from (6.2),

(@)R<1=i< {%} : (6.3)
We ignore the expected number of haps:;] for D, < 1 for simplicity.

For the case of foup0° quadrant multicast regions, given that a totalléfsink
nodes are uniformly distributed in all four regions, thel@ability mass function of the
number of regions having at least one sink naQug, can be written as

P = #130) = (e (1) S () (6.4

- 7
=1
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Table 6.1: Definition of symbols in the multicast analysis.

on

ket.

e

Symbol | Definition
p Density of relay nodes.
d The probability of a node to have its radio turned
at any given time, corresponding to the duty cycle.
N N = dpr is the average number of available relay
(neighbors) in the radio coverage area.
R The radius of the experiment area.
M The number of multicast members.
My The number of target destination nodes for a pac
Q@ The average advancement ratio: the ratio of the
distance to the virtual node to the radius of the
multicast region at each iteration.
Ng; Number of multicast regions that have at least on
sink node at théth iteration.
A(r, D) | The forwarding zone area at distanoe> 1.
A(r,D) =2 [] | aarccos(“E2=1)da.
¢ The advancement towards the destination.
n' Number of hops until one-hop distance to the sin
D The distance from the source to the sink node.
D; Avg. distance between relay and virtual nodes at
iterations.
n; The number of hops to reach the virtual node at
iterations.
imaz | TOtal number of iterations.
m/ Total number of hops for all packets to be one ho
distance to sinks.
m Total no. of hops for all packets to reach the sink

U7

m=m'+ M.
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It can be verified thad | Py, (-|M) is equal tol. For a packet with\/, destination
nodes, the average number of target regibhSx| is

4
E[Ng|My) =Yk * Py, (k| My). (6.5)
k=1
Note that)/; might not be an integer when we consider the average numiestiha-
tion nodes at a given iteration. We use (6.4) as an approomat this case. It can be
verified that this approximation holds in the boundary ctods

lim E[Ng|My = 0 (6.6)
Mg—0
lim E[Ng|My] = 4. (6.7)
Md*)OO

The average number of target multicast regions at iteratisnan iterative function
given by
E[NRZ] = E[NR|Mdi71] X E[NRiﬂ]v (68)

wherel,;, is the number of destinations of a packet at iteratiomhich is found by

M
My, =

The initial conditions of the iterative function aig[Ng,| = 1 andM,, = M. The
iterations end when the average number of destination ratdésration: is less than
2, thatis,M,, < 2. In this case] out of M, packets is directly sent to the destination
node and the remaining packéi§, — 1 require one further iteration of packet splitting.
We do not count hopg&|[n] for iterations wherel/,, < 2 to simplify the equations and
assume each of the destinations that are left can be reachmuiadditional packet
transmission.

Based on the limits oD; < 1 andMp, > 2, the total number of iterations,,, is
the solution of the maximization problem

maximize ¢

subject to flliggé] > g (6.10)
M
ElVe] = 2

where: € N and E[Ng,| is the iterative function given in (6.8).
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The bounds of the expected number of héfs’] that first leads to a point within
one-hop distance to the destination node is given in [34iclwis

(6.11)

whereE[(] is the average one-hop advancement in distance towardrtkeusd D the
distance from the source to the destination node. Thus,

1— [ e NAD-aD/mgq D > 1.
El¢ =

undefined, otherwise.

(6.12)

Here, A(r, D) is the forwarding zone area comprised of the intersectiawofcircles
with radii 1 andr with centers at distanc® > 1, and N is the average number of
available relays.

We modify the upper bound of (6.11) for the cése D < 1 and the lower bound
of (6.11) for the casé < D < 2 because hop count should always be larger than 1,
which means at least 1 additional hop is needed before megte multicast members.
The distanceD is also calculated from (6.2) for each iteration. Equati®i{) is thus
expanded to include these boundary conditions as

max{

a'R—1 , a'R
L] 1} < ERj < maX{E[C] 1} (6.13)

The average number of hops is aggregated over the iteratiopacket splitting.
The average hops in each iteration is the average numbequifed multicast regions
E[Ng,] times the average number of hop advanceméiijtg] for each split packet.
The expected total number of hops such that all packets tepdints within one hop
distance of sink nodes is then

E[m'] = E[Ng]E[n}]. (6.14)
=1
Hence, the expected total number of hops is
Elm] = E[m/] + M. (6.15)

Finally, incorporating (6.12) and (6.13) into (6.14), theper and lower bounds for the
expected total number of hoggm| can be calculated.
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Figure 6.4: The region considered in the multiple unicastysis.

6.3.2 Analysis for Using Multiple Unicast as Multicast

For comparing the performance gain of RBMulticast, thigisednvestigates the ex-
pected total number of hops for the packet transmissionswbkang separate unicast
delivery to each multicast member instead of using RBMatiic The idea behind
this analysis is that unicast can be regarded as a spec@lotd&@BMulticast, where
each destination node is in a different multicast regiorhi first iteration. That is,
E[Ng,] = N andE[Ng,] = 0fori > 2.

To calculate the expected distance from the source to therarly distributed des-
tination nodes in the region, we need to calculate the pribtyatiensity function fp,
for the distance from the source to the destination nodesag® of the symmetry of
the regions, we only need to consider the shaded triangienrsepown in Fig. 6.4. The
function f, is the same for the remaining areas.

Let the two uniformly distributed random variabl&s andY” represent the coor-
dinates of destination nodes in a region. The probabilityseg function f ;- of a
destination node to be located within the triangle shownign B.4 is%. In order to
calculate the expected location of the destination nodesjse the Jacobian determi-
nant.J to transformX andY into random variableg and© in the polar coordinate
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system as

| =

R=1\/X2+Y2 O=tan'—. (6.16)

The joint probability distribution function is then

>

fre(r0)=1J| fxy = 'f’%- (6.17)

The marginal probability density functiofy,(r) should be calculated separately for the
two intervals) < r < ZLand 7L <7 < R.

V2
For0 <r < %, r andd are independent. Hence,

2 r R
fR(r) = /;r fR,é(T7 0)d0 = ﬁ’ 0<r<—

) 6.18
NG (6.18)
For% <r < R,randd are dependent arfl < § < sin™" %. Hence,
sinfl\}i
2r
fR(T) = /r fR,é<T7 H)dtg (619)
r . | R T R
= sinnT — ——|, —<r<R. 6.20
w o i) s 29

The expected number of hops to reach a point within one-hsipnite of the sink node
is

E[n] = /0 Ta(r) - E[n’HD:rdr. (6.21)

From the multicast equation (6.14) with splitting the padkeV/ regions (sinks) in the
first iteration and the distance distribution functifg(r),

Em’] = Z E[Ngi|Eln;] = E[Ng, ] E[n']

= J\; (/OR falr)- E[n'HDrdr) :

Replacing the upper boung% and lower bound% with E[n’], we can find
E[m/]. Finally,

(6.22)

(6.23)
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tion and no packet collisions.
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6.3.3 Validation of Hop Distance Analysis and Performance Gm-
parisons

We conducted Matlab simulations of RBM-V to validate thelgsia presented above.
For all experiments, node density sjs= 30 nodesi?, where nodes are uniformly
randomly distributed in a square area with diagafal

The upper bound and lower bound analytical results and thresmonding Matlab
simulations are shown in Fig. 6.5. Results for fixe@nd various\/ values are shown
in Fig. 6.5(a), and results for fixet! and variousRk are shown in Fig. 6.5(b). All the
results show thak'[m] provides good lower and upper bounds estimates for thegwera
total number of hops required for RBM-V for alf and R value pairs.

The performance using unicast instead of multicast is showkig. 6.5(c). The
result for M = 60 is not shown in this figure because the total hop count exciseds
boundary of the figure. The results, as seen from the congraagsFig. 6.5(a) and
6.5(c), show that for the same network rangeRBM-V dramatically decreases the
total number of hops compared with using multiple unicastgmissions.

All analytical results overestimate the number of hops femyMow duty cycle re-
gions. In the analysis, a packet can traverse an unlimitetbeu of hops to reach the
destination, because each individual hop can advancetedimal distance according
to (6.12). In the simulations, however, node locations aserdtely distributed, and
total hop count to the destination cannot exceed the nunilvetay nodes between the
source and the destination. Consequently, the bounds eweedikwhen the duty cycle
d (hence the number of available relays= dpr) is very low, but they hold for most
values.

The simulation results for RBMulticast, where packets g svhenever target
destination nodes reside in different multicast regiomsgaven in Fig. 6.6. We show
the standard deviation in this case. The results show teald¢layed splitting version,
RBM-V, uses fewer hops whel is large. This shows that on average RBM-V per-
formance is better in terms of total hops if sink nodes aréoumily distributed. When
RBMulticast is deployed in practice, the performance i®datned by the actual net-
work topology and the underlying MAC protocol.
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6.4 RBMulticast Performance Evaluation

We implemented RBMulticast in the OPNET Simulator [74] tedstigate its network
performance with the underlying receiver-based MAC protat both static and mo-
bile scenarios. Results of detailed packet-level OPNEUkitions with high densities
showed that RBMulticast suffers from packet collisions wipackets are split. The
reason for these collisions and a proposed MAC-level imgmuent for reducing the
effect of collisions is described in this section, alonghattie simulation results for the
improved RBMulticast.

6.4.1 Outline of Implemented MAC Unicast Protocol

In our receiver-based routing, all receivers contend bydsenCTS (clear to send)
packets to the transmitter to be the next-hop router whey ltear an RTS (request
to send) from a transmitter. The CTS contention is decidethbydistance from the
receivers to the sink, that is, receivers send CTS packetstbahe transmitter with a
backoff time proportional to their distance to the sink. Tingt node that sends a CTS
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Table 6.2: Packet Delivery Ratio in terms of SPTI.
SPTI(sec)) 0 | 0.05|0.08| 0.125| 0.25

PDR 0.75| 0.88] 0.94| 0.95 | 0.95

packet is selected as the next hop by the transmitter, anglahemitter forwards the
DATA packet to that node. The communication ends with a fir@KApacket from the
next hop node to the transmitter.

6.4.2 Split Packet Contention Problem in RBMulticast and tre
Proposed Solution

RBMulticast requires splitting the packet at a node, if theations of the multicast
members, which are listed in the header of the packet, réisiddferent regions for
that node. The packet splitting creates replicas of a pacipetating the destination
node locations in each packet accordingly. After replaratall the packets generated
are immediately inserted to the node’s buffer to be trarteshitHowever, this creates
a burst of packet traffic and congestion within the transimmssange of the splitting
node, since the relay nodes receiving the packets will cahtégth the splitting node
with the remaining split packets. The problem is more sef@rtarge interference-to-
transmission range ratios, because of the higher numbelayf nodes contending with
the splitting nodes and with each other.

To decrease the contentions and the possibility of cofisiafter packet replica-
tions, we first define a transmission order for the replicgtackets based on the re-
gion. For example, the packets destined to the northeastnrege transmitted first,
the ones destined for the northwest region are transmiéeoisl, etc. Then, a certain
splitting packet time interval (SPTI) is used between tnaissions destined to different
regions. One disadvantage of delaying the packet tranemssby the duration SPTI is
the increase in the end-to-end delay, i.e., the latency.eferthine a reasonable value
for SPTI that achieves a high packet delivery ratio with ateatable latency, we con-
ducted simulations with 5 sinks and 200 nodes with 100% dytyec The effect of
SPTI is shown in Table 6.2. It is clearly seen that the packkvety ratio is increased
when SPTI is used compared to not using it. An SPTI valu&ahs can achieve al-
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Figure 6.7: Adjustment ofimeoutcrs for MAC improvement.

most as high packet delivery ratio as that with high SPTI.tTil@ans a low latency can
still be achieved using SPTI without sacrificing the pacladivéry ratio performance.

6.4.3 MAC Level Improvements

To achieve a high packet delivery ratio, at least one relagdickte should be awake and
listening to the channel during an RTS packet transmisgianyof its retransmissions.
Each RTS transmission requires a preceding random bachkdfffar the case of no
CTS reply, the CTS timeout duration. To guarantee reachirejag candidate if one
exists, all retransmissions should be spread to a duratiged than the maximum sleep
duration of the nodes, i.e.,

tsleep < Retxma:v X (tbackoff + timeOUtCTS) (624)

wheret.., is the sleep durationRetz,,,, is the maximum number of RTS retrans-
MISSIONS ty.ckof s IS the expected backoff time for contention, amcheoutcrg is the
timeout duration a node will wait to receive a CT§...s¢ Can be calculated as

tbackoff = E[SlotNumber] X tslot (625)

where Slot Number is the selected backoff slot number, ahg, is the duration of
a slot. The idea of spreading RTS retransmissions to a duardrger tharn',.., is
illustrated in Fig. 6.7.

The parametetimeoutorg, which is enlarged by 0 times compared with the de-
fault value of the implementation of the original XLM MAC, issed as the duration
between the end of an RTS transmission and its retransmiggien no CTS reply is
received for the previous RTS. Thereby the backoff durderCTS contention of the
relay candidates is enlarged bytimes correspondingly, which allows relay candidates



98

to have more time listening to the channel and to have théedule canceled if they
hear an ongoing CTS transmission.

6.4.4 Simulation Results

We define multiple scenarios for RBMulticast simulationgtaluate the three perfor-
mance metrics: packet delivery ratio, latency and the aeetaffic generated to trans-
mit one data packet to all multicast members. In all scesatie area is 850m x 150m
square. The transmission range3idn and the interference range is approximately
80m. Based on the Tmote Sky sensor node specifications [73] andlikervations
from experiments, we set the channel data rate 22b& bps, the length of RTS, CTS,
and ACK packets to b&8 bits and of raw data packets to be0 bits. The SPTI is set
to 0.1 s, and the maximum number of retransmissions is s@€btoThe source packet
generation rate i8.2 pkts/sec. Each parameter set is evaluated Witkimulation runs
whose averages are displayed in the figures. The standaiatidevof the results are
observed to be small, ranging frotti to 7%.

It is difficult to compare RBMulticast with existing multisarouting protocols, as
any protocol that requires state maintenance will not be tblunction in the dynamic
environments tested here, such as with node duty cyclesnaad®0% and with high
mobility nodes as high as 30 m/s. Hence, we compared RBMsltiito using state-
less unicast protocols to send the packets individuallyatthenulticast member. Two
unicast protocols are compared to illustrate the advanadrBMulticast. The first
protocol is Unicast based on the original XLM MAC, which isnd¢ed as UOX, and
the second protocol is Unicast based on the improved XLM Mé€hoted by UIX,
where the MAC-level improvements proposed in Section Gade3applied. Both uni-
cast protocols are run with00% duty cycle and are compared to RBMulticast with
20%, 60% and100% duty cycle.

6.4.4.1 Static Nodes, Five Sinks

The first set of simulations are investigated to evaluat@émrmance of RBMulticast
using static nodes with the source located at (0, 0) and 5 $odlated at the edge of the
target area, as shown by the rectangular nodes in Fig. 668aVvérage packet delivery
ratios observed for varying numbers of nodes are shown in@=f(a). As seen in
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the figure, the packet delivery ratio is very low for a smalhrher of nodes, which is
due to the high probability of holes in the network. When ¢hare no holes in the
area, which is achieved with high density, the packet dgfivatio is close to 100%
for RBMulticast, independent of the duty cycle value. Thmteresting result is due to
the improvements proposed for the MAC: SPTI efficiently mezRithe contention of
multiple splitting packets, and the extended CTS timeoabéss finding a relay node,
even when the nodes spend much time sleeping. Itis also sthaviine packet delivery
ratio is not reduced as density increases, which is usualgase due to multiple CTS
replies causing congestion in the network.

From Fig. 6.9(a), we can see that UIX performs slightly betitan RBMulticast
in terms of packet delivery ratios and both perform muchdsdttan UOX. For UIX,
packets are deferred before their transmission due tonier n the buffer in XLM.
Therefore, before the transmitter node’s timer reachesinteout to send the next
packet to a different multicast member, it is quite possthk the previously trans-
mitted packet has reached the destination node and thusatitireate interference for
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the new packet. With a reasonable node density such thatles éxist in the network,

the packet delivery ratio is expected to be high as showngn@-B(a). Although the

same improved MAC guarantees the packet delivery ratiopadnce of RBMulticast

to be high, due to the fixed value of SPTI, multiple replicgpadkets still exist in the

network and successively contend for the channel withincatgreriod of time. As a

result, more back-offs or collisions occur than that of URtlaontribute to the similar

but slightly worse performance. For UOX, once the burst afkess is inserted into

the buffer of the MAC layer with no time interval before thansmission attempts, the
relay nodes receiving packets would contend with the remgipackets in the buffer

of the source node and lead to a low packet delivery ratio.

Fig. 6.9(b) shows the latency as a function of the number desoUnder low duty
cycle and low node density of RBMulticast, since the slegpimes are not synchro-
nized, it is very possible that no relay node candidate caounad in the first attempt,
and multiple retransmissions are needed to find a relay rglthe duty cycle and the
density increase, more relay node candidates are avadaldléewer retransmissions
are needed, which leads to a decrease in the latency. F{§) @80 shows that for low
density values, the average latency is high for all thre¢ggos. With an increase in
the density, the average latency becomes constant. SinkriIRBast reduces the total
number of transmissions to reach all multicast membersavlkeage latency is lower
than the other two protocols. Having more time for retrassimons in the improved
MAC layer, UIX has a higher average latency than UOX.

The average traffic generated to transmit one data packétrtaullicast members
is shown in Fig. 6.9(c). Itis calculated by dividing the tatamber of traffic generated
to transmit one data packet (RTS/CTS/DATA/ACK) by the padadivery ratio. Since
RBMulticast requires fewer packet transmissions, it gatesrthe least traffic for the
delivery of a data packet among the three methods (under X@y4ycle, UIX gen-
erates average traffic roughly 2.3 times compared with RBibagt). By having fewer
retransmissions due to the advantage of the improved MAR,déherates less traffic
than UOX. In low densities, more retransmissions occur aackrpackets are dropped
because no relay node is found for forwarding. Hence, theageetraffic for success-
fully transmitting one packet to all multicast members ighar than that of higher
densities. Also the fact that the average traffic for thedltdferent duty cycles does
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Figure 6.9: Performance comparisons for RBMulticastisttenario, 5 sinks.

not differ significantly is due to the improved MAC where noamy retransmissions
are needed to accomplish the delivery of a data packet, eitbriow duty cycle.

6.4.4.2 Mobile Nodes, Five Sinks

The second set of simulations are performed to investideggerformance of RB-
Multicast in mobile scenarios. All intermediate nodes mageording to the Random
Waypoint mobility model with a certain speed. The source raundticast members are
moved inward 25m as compared to Fig. 6.8 to avoid the issuiksthe "cluster into
the middle” effect of the Random Waypoint model [98, 99]. Aydaycle of 100% is
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Figure 6.10: Performance comparisons for RBMulticast: ieazenario, 5 sinks.

investigated for three different numbers of nodes: 100,&@0D300.

Fig. 6.10(a) shows the packet delivery ratio as a functionatbile speed. Note that
the data points corresponding to 0 m/s show the performahsttic networks. All
three curves indicate that when the intermediate nodesa@venmat low speeds and the
node density is low, the performance is slightly better tim@twhen they are static. The
reason is that the "empty holes” that exist in the static agerwhen the density is low,
can be eased when the nodes move into the "empty holes” andieaelay candidates.
When nodes move fast, more link breaks can occur becauseiggemoves out of the
transmission range of the transmitter. Fig. 6.10(a) shdwas WIX performs the best
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among the three protocols and RBMulticast performs bdigam tJOX due to the same
reason as that of the static scenario.

Fig. 6.10(b) shows the average latency as a function of mapiéed. When density
is increased, less time is required to finish the transmissias seen in the figure,
RBMulticast has the least latency among the three protpfmishe same reason as in
the static scenario.

Fig. 6.10(c) shows the average traffic generated to transnaéitdata packet as a
function of mobile speed. When the speed of mobile nodesasas, the average
traffic generated per transmission becomes higher due ia¢hease in the number of
retransmissions caused by more link breaks. Note that RBdagt has the least traffic
since it requires the smallest number of hops among the phno@ecols (under the same
number of nodes, UIX generates average traffic of 1.7 to &h&githat of RBMulticast).

6.4.4.3 Effect of Number of Sinks

To further test the robustness of RBMulticast, we develeythird simulation scenario

where performance is evaluated in terms of the number o$sitien under mobile sce-
narios. The source node is located at (25, 25). Sinks arédd@mound the upper-right
corner of the inned00m x 100m area with the distance dfn between the adjacent
sinks as the rectangular and cross nodes seen in Jg.intermediate nodes move
with a speed ofi0 m/s inside thel50m x 150m area. The Random Waypoint model
is applied. The duty cycle investigatedli80%. The simulation results for the static
scenario are similar to that of the mobile scenario, and énane omitted.

Fig. 6.11(a) shows the packet delivery ratio as a functiothefnumber of sinks.
With an increase in the number of sinks, all three protocalseHower packet delivery
ratios. In RBMulticast, because more sinks require moré&aap of packets, fiercer
contention occurs for the channel. Therefore it is expettedl the packet delivery
ratio will decrease with an increase in the number of mutticaembers. As seen
in Fig. 6.11(a), RBMulticast is more robust to an increastheanumber of multicast
members. Above 20 members, RBMulticast gives better palekisery ratio compared
to UIX. It is expected that with an increase in the number oksj the advantage of
RBMulticast over UIX will be larger.

Fig. 6.11(b) shows the average latency as a function of thebeu of sinks. More
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replicated packets lead to more contention and retransmgswhich results in higher
latency when the number of sinks increases in RBMulticasiwéVer, since packets
in RBMulticast travel through fewer hops, RBMulticast latg is much lower than the
other two protocols. Note that when the number of sinks idisd@®X performs better

than UIX due to the smaller maximum retransmission countlenthen the number
of sinks increases, the MAC improvement reveals its adgantg reducing the latency
through avoiding contentions.

Fig. 6.11(c) shows the average traffic generated to transna@tdata packet as a
function of the number of sinks. Because unicast needs t0 separate packets to
each sink, many paths are repeated and redundant. Henbetheiincrease of the
number of sinks, RBMulticast has a greater advantage instefraverage traffic. Note
that due to the large number of retransmissions with theraigKLM MAC, UOX
always has a much larger traffic generation than the otheptatmcols, which verifies
the necessity of the MAC improvements.

6.4.4.4 Effect of Packet Generation Rate

To evaluate the performances of the protocols under diftetata traffic rates, another
set of simulations is conducted, where the data generaginis increased from 0.2
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pkts/sec to 2 pkts/sec. All the other parameter values gretke same as with the
mobile scenario investigated in Section 6.4.4.2, fixingdpeed of the mobile nodes to
10 m/s. The results, shown in Fig. 6.12, indicate that thdgtadelivery ratio of UIX
drops sharply as the packet generation rate is increaseddr® pkts/sec. UOX per-
forms very poorly for all of the packet generation rates stigated. However, as seen
in the figure, RBMulticast is much more resilient to changethe packet generation
rate, and provides significant benefits under more satutedéfct conditions in terms
of packet delivery ratio.

6.4.4.5 Uniformly Distributed Sinks, Mobile Nodes

A new scenario is developed to further illustrate the pentamce of RBMulticast. 300
mobile intermediate nodes are randomly deployed iAtan x 150m scenario with a
moving speed of 1@n/s. Sinks are uniformly distributed along the upper edge and
right edge (e.g., as in [100]) of tH®0m x 100m inner area with the source located in
(25,25), i.e., at the lower-left corner of the inner area.

Fig. 6.13(a) shows that when the number of sinks are 10 anBRBBlulticast per-
forms worse compared with the previous scenario, and UlXahlasger advantage in
packet delivery ratio. This is because when multicast mesdne sparsely distributed,
RBMulticast requires splitting more packets, leading taenmntentions.

Fig. 6.13(b) and 6.13(c) show that RBMulticast’'s advantager UIX in average
latency and average traffic is not that evident compared thétprevious scenario be-
cause more contention leads to a larger delay, and the decoféhe packet delivery
ratio directly increases the average traffic to successfudinsmit one packet to all
multicast members.

These simulation results shows that the performance of Riddst is tightly con-
nected with the location of the sinks. Generally, RBMublichas a larger advantage
compared with unicast when sinks cluster than when theypessly distributed.

6.4.4.6 Effect of Location Errors

The previous performance evaluations are based on the psarthat nodes can ob-
tain accurate information about their own location, whienmot be provided by many
existing locationing systems. In this section, we investghe effect of location er-
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rors on the performance of RBMulticast. We assume the detfiveen the actual node
location and the estimated node location follows a normettithution V' (0, o). Both
static and mobile scenarios are implemented, with the sareneter values defined
in Sections 6.4.2 and 6.4.4.5.

Fig. 6.14 shows that the packet delivery ratio remains highnwariance? is low
(i.e., the estimated location is close to the actual locdfiand it decreases as variance
increases, as expected. Additionally, Fig. 6.14 showsRIBulticast is more robust
to location errors with 300 nodes than with 200 nodes. Thieause the nodes in the
forwarding regions may misjudge their location as outsifithe forwarding regions.
In this sense, the number of nodes participating in the coiote for data forwarding
is less than that when the nodes have accurate locatiormatan. This results in
potentially longer hop distances and hence worse packeedgtatio performance.

6.5 Tmote Sky Implementation

We show the realization of RBMulticast through a test-begblementation using
Tmote Sky motes [73] and through simulation using TOSSIML|10
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Figure 6.15: The experimental network for comparing resultthe Tmote Sky im-
plementation and the TOSSIM simulations. Node 0 is the sonotle and the shaded
nodes are multicast destination nodes.

We test the RBMulticast protocol in a highly dynamic scemawhere nodes have
a very short frame time of 100 ms. For example, a duty cycle2{20%) means that
in every 100 ms, nodes will turn their radios on for 20 ms arahtfo to sleep for the
remaining 80 ms if not transmitting or receiving. We use thghly dynamic scenario
to demonstrate the advantages of stateless multicast.isiRBMulticast can achieve
high success rates and low latency in a highly dynamic scenéduere structured (e.g.,
tree) approaches are difficult to employ.

For the experiment, we collect data from six Tmote Sky semsales arranged
in the topology shown in Fig. 6.15. The statistics shown ig. .16 compare the
results of TOSSIM simulations with the results of the Tmolg xperiments. In
this figure, we see that the RBMulticast implementation ltesuatch closely with the
simulation results that assuming ideal conditions. Thespay experimental results
show that RBMulticast is lightweight in computation evem fow processing power
sensor devices. The success rate is slightly higher in tHeSI® simulations than in
the Tmote Sky implementation. This is because the Tmote Skg fwhich contains
a CC2420 radio chip) requires 8 ms plus some CPU overheadtiireeeive a packet,
and this is on the same order of the time it takes the radio amgh its status in our
experiments (e.g., 20 ms for a duty cycle of 0.2). In this expent, we set the MAC
layer retry limit to 4 times before a packet is dropped, aralititreased number of
packets sent for the Tmote Sky implementation is hence ddleetextra resent RTS
packets.
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Figure 6.16: Comparison of Tmote Sky implementation to TM&Smulations.

6.6 Conclusions

Current multicast protocols generally rely on various ts&g@ctures and hence inter-
mediate nodes need to maintain tree states or routing $taitpacket delivery. In this

chapter, we presented a new stateless multicast protocaldidnoc networks called
Receiver-Based Multicast (RBMulticast). RBMulticast siggeographic location in-

formation to route multicast packets, where nodes divieéentstwork into geographic
“multicast regions” and split off packets depending on theations of the multicast
members. RBMulticast stores a destination list inside tieket header; this destina-
tion list provides information on all multicast members tbigh this packet is targeted.
Thus, there is no need for a multicast tree and thereforeeeodtate is stored at the
intermediate nodes.

RBMulticast also utilizes a receiver-based MAC layer taler reduce the com-
plexity of routing packets. Because we assume that theweebased MAC protocol
can determine the next hop node in a distributed manneretiges node does not need
a routing table or a neighbor table to send packets but idaisas a “virtual node”
as the packet destination. Thus RBMulticast requires tast leamount of state of any
existing multicast protocol.

Our simulations and implementation of RBMulticast showkdt tit can achieve
high success rates, low latency and low overhead in terntseafidtmber of bits trans-
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mitted in the network for both static and dynamic scenameasking RBMulticast well
suited for both mobile and stationary ad-hoc network emrirents.



Chapter 7

Energy-Efficient Duty Cycle
Assignment for Receiver-Based
Convergecast

Wireless sensor networks (WSNSs) are one type of emergingonkthat require new
protocols to support their unique features. In particidansor networks are extremely
resource limited, hence requiring protocols to make optusa of this resource. Duty
cycling is often used to reduce the energy consumption cabgeadle listening in
WSNSs. Most studies on WSN protocols define a common duty axadlee throughout
the network to achieve synchronization among the nodes. h®mwther hand, a few
studies propose adaptation of the duty cycle according timmm traffic conditions,
which is beneficial assuming one-to-one traffic patternsrédsult in evenly distributed
packet traffic.

In this work, we consider the convergecast communicatidtepacommonly ob-
served in WSNSs. In convergecast communication, the packifictobserved around
the sink node is much higher than the traffic observed far ttwarsink, i.e., nodes with
different distances to the sink node receive and must refegreiht amounts of traffic.
Additionally, we utilize receiver-based protocols, whiehable nodes to communicate
with no synchronization or neighbor information, and hedoeot require all nodes in
the network to have the same duty cycle.

In this chapter, we model the expected energy consumptiomodés utilizing
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receiver-based protocols as a function of their duty cyokktaeir distance to the sink
node. Using this analysis, we derive a closed-form formaitdtie duty cycle that min-
imizes the expected energy consumption at a given distihaeover, we propose an
adaptation method for the derived distance-based dutycipelsed on local observed
traffic. Performance evaluations of the two proposed dutfecgssignment methods
show that they greatly improve the energy efficiency withsadrificing packet delivery
ratio or delay significantly.

7.1 Introduction

Duty cycling, where a node is periodically placed into theepl mode, is an effective
method of reducing energy dissipation in Wireless Sensdawbdi&s (WSNs). The
lower the duty cycle, the nodes can sleep longer and the nmang)e they will save,
whereas the fewer nodes are available to participate inrdatang at any given time,
which will increase transmission latency and decreasenteighput. Thus, there is a
trade-off between energy efficiency, transmission lateany throughput, determined
by the duty cycle used in the network.

Duty cycle is typically fixed throughout the network, with abdes utilizing the
same duty cycle. However, this may not provide the best tiveesformance for
the network. Many sensor network applications require eay@cast communication,
where data from sensors are transmitted to a sink in the metwothis type of commu-
nication pattern, nodes close to the sink must transmit nmouaie data than nodes far
from the sink, and hence the duty cycles of the nodes shouddljusted appropriately
to ensure energy efficiency while meeting traffic demandskaeging latency low.

Recently, a new class of protocols, called receiver-basetihg, has been proposed
as a means of allowing communication when nodes are not aftre exact duty cycle
of their neighbors. In receiver-based routing, receivergend to be the next-hop router
of a packet, and the transmitter selects the “best” receineler a given optimality
criteria to become the next hop for transmission. For examiplthe receiver-based
protocol Implicit Geographic Forwarding (IGF) [102], aélaeivers contend to be the
next-hop router when they hear a packet route request, anlahsmitter selects the
receiver that is closest to the sink as the next hop. Spédgyfitdae transmitter initiates
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communication by sending an RTS packet that indicates #msnitter’'s location and
the location of the sink. Nodes that hear the RTS packet fetdrchine whether they
make forward progress to the sink, and, if so, they calculae distance to the sink.
After a delay proportional to their distance to the sink, @®dend a CTS packet back
to the transmitter. The first node that sends a CTS packeleistsd as the next hop by
the transmitter, and the transmitter forwards the datagtdokhat node.

Researchers have analyzed the performance of received-b@aging through math-
ematical models [34] [35] and shown that receiver-basetimgprotocols perform well
in terms of hop distance, energy and latency. Unicast traffissumed in these works,
hence, for convergecast traffic further studies are redquitextensions to traditional
receiver-based routing have included providing inform@about link quality for mak-
ing routing decisions [15], and supporting multiple pathistrategically selecting relay
nodes and employing adaptive rate control [31]. Utilizingydcycling with receiver-
based routing and convergecast data patterns, it is claba thetwork-wide fixed duty
cycle will not provide the optimal trade-off between eneedfyciency and latency.

Adapting the duty cycle to the local traffic was proposed inA\V[58], where the
sleep-wakeup schedule is represented by a string of bitathaupdated each period
using local traffic information available at the node. Theslkeedules are exchanged at
the end of each period, so that neighboring nodes are awaachfothers’ schedules.
Another adaptive duty cycle approach, ALPL, adjusts a redaty cycle according
to the node’s neighbors’ duty cycles in order to support @ dows it receives [59].
However, none of these approaches optimize the duty cycleciovergecast data pat-
terns and receiver-based routing.

In this chapter, we derive a mathematical model to deterthi@energy dissipation
of a node as a function of its duty cycle and its distance tosthk for convergecast
data patterns and receiver-based routing. Using this maaefind the duty cycle as
a function of node distance to the sink to minimize the exge@&nergy dissipation.
Additionally, in order to balance energy efficiency and etg we develop a traffic-
adaptive duty cycle approach that begins with the distdras®d duty cycle assignment
and adapts the duty cycle based on current local traffic ppatigbserved by the node.
In receiver-based protocols, the number of retransmitfEf packets provides an in-
dication of the traffic. Under heavy traffic, nodes must gateemany retransmitted



115

RTS packets. If the number of retransmitted RTS packetsuonibers the number of
original RTS packets, nodes should increase their dutyeaycbrder to alleviate the
traffic congestion; otherwise, they should decrease theyr ycle to save energy. This
approach allows the duty cycle to be tuned to trade-off gnengl latency for observed
local traffic patterns.

Specifically, two duty cycle assignment methods are prapasethis chaper:
Distance-based Duty Cycle Assignment (DDCA), where thg duytle is assigned to
each node based on the node to sink distance, and Traffictikeddpistance-based
Duty Cycle Assignment (TDDCA), where the duty cycle is iaiized to the one given
by the DDCA method and adapted to the traffic as explained@b®&mulation re-
sults show that DDCA and TDDCA reduce energy consumptionpaoed with the
commonly used, network-wide constant duty cycle method.di##ahally, TDDCA
reduces latency at the expense of a small increase in energummption compared
with DDCA, which indicates that TDDCA is able to trade-ofetlower latency of the
network-wide constant duty cycle method and the energyiefioy of the distant-based
duty cycle method (DDCA).

7.2 Distance-based Duty Cycle Assignment Methods

The traffic relayed at a node is related to its distance toitile the number of source
nodes in the network, the packet traffic generated by eacttsmode, and the node
density. In this section, we present this relationship @illly, then, given the aver-
age traffic observed at a node, we derive the expected dutg tyrcminimizing the
expected energy consumption of the node.

7.2.1 Traffic Rate Analysis

For the analysis, we assume a circle area with the sink Iddatéhe center and the
nodes including the sources uniformly randomly allocatedllastrated in Fig. 7.1,
wherer is the transmission range. We define ttie ring to be the ring whose inner
circle is (n — 1)ry away from the sink with widthr-. Hence, thex™ ring contains
the nodes that are-hops away from the sink. Let there B nodes in this ring. The
average traffic that must be relayed by all of the nodes |ddatéhen!” ring per unit
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Figure 7.1: Sample network topology.

time, I, is the summation of the traffic generated by the source niodie® n'" ring
and within the rings outside of thé” ring per unit time, i.e.,

Ty = Ao (B2 — [(n — Dyrq]?), (7.)

where)\, is the average traffic generation rate of the source nqgges the density of
source nodes, anfl is the radius of the network area.

Sincerl’, is the average traffic relayed by all nodes per unit time intfiering, a
node within that ring relays a traffic with a meap= I",,/N,, packets per unit time. A
node with a distanceto the sink resides in the = [;=-] ring and the number of nodes
in then!” ring is

N, = por {(nrr)? = [(n — Dre]?}, (7.2)

wherep, is the density of nodes. Hence, the average traffic rate ofla abdistance,
A, IS

Mpar { B2 = (1] = ral?]

N o 2D (2] e}

(7.3)
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7.2.2 Duty Cycle for a Given Expected Traffic Rate

The time required for a transmission and the energy effigiefthe network is closely
related to the duty cycle values used. Higher duty cycleeglorovide more nodes
available for data routing, such that the possibility todao relay nodes is decreased
and a lower latency is achieved, yet they consume more enéngthis section, we
derive the duty cycle that minimizes the energy consumgbor given traffic rate.

In [35], a similar derivation is done for unicast traffic, whesvery node can be a
source or a destination. We adapt the analysis present88Jifidr the following MAC
protocol modifications proposed. Although a receiver-dd4AC protocol is analyzed
in [35], our simulation results showed a high number of sadins and high CTS traffic
load for the MAC protocol investigated therein. To reduceniomber of collisions and
the CTS traffic load, the MAC protocol is modified as follows.[B5], the relay region
(locations with geographic advancement to the sink) isdgitiinto.V,, priority regions,
and each region is assigned a contention slot such thattpniegioni is assigned the
ith slot in the contention window. We assign each priorityiwagV, CTS contention
slots, such that priority regions assigned the slot$/N; — 1) x N,., N; x N,. —1). This
reduces CTS collisions, as all nodes in priority regiaan select one of th&, CTS
contention slots to send their CTS packet.

The following duty cycle analysis is based on the idea thatdkpected energy
consumption of a sensor node is proportional to the expdotatlawake timet;, of
the node. This is because, the radio idle listening poweppsaximately the same as
the transmission and reception power in WSNs [103]. Henoenatant power value
P is assumed for idle listening, transmission, and reception

Let N denote the average number of nodes within a node’s tranismisznge,d
denote duty cycle, and. denote the average traffic rate of a node located at distance
to the sink node given in (7.3). Assuming a Poisson or unifpatket generation rate,
the average traffic rate of a node follows the Poisson digioh. The probability that
a node detects no traffic can be calculated te be™"t whereT} is its listen period
at each cycle and, N is the average packet arrival rate within its transmissange.
Thus, the probability that a node detects any ongoing triaffig = 1 — e N7z If ¢
is the ratio of the relay region (i.e., the region in which easdnake forward progress
to the sink) to the transmission aregs is the probability of a node detecting ongoing
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traffic and residing in the relay region of that traffic.

When a node has a packet to send, it sends an RTS packet arsd&rapsmitting
the RTS packet until receiving a CTS packet. The expectedosuwf RTS transmis-
sions needed before the first successful RTS/CTS handshake i

Y i(l=p)ip = S

v _ 1y (7.4)

wherep, = 1 — e ¢V is the probability that at least one node replies to the RTS
packet, since the number of nodes residing in an area canpoexamated by Poisson
distribution for uniformly random deployment [104]. Forobaetransmission, the node
sends out an RTS packet and waits 8y x NN, CTS slot durations. The expected time
needed before the first successful RTS/CTS handshakes then

tg = (8% —1)"YTrrs + NN, Ters), (7.5)

whereTrrs andTcrg are the transmission delays for RTS and CTS packets, respec-
tively.

As illustrated in Fig. 7.2, the expected total time for a ctetpRTS, CTS, DATA
and ACK packet communication is

tc = Tgrrs +xTcrs +Tpara +Tack, (7.6)

wherex represents the number of CTS contention slots up to anddmgjuhe first
successful CTS packet, a4 andT o are the required times for DATA and ACK
packets, respectively. The formula forcan be calculated from a standard CSMA
model, and we omit it here for the sake of brevity. Thereftine, expected total time
for a node to transmit a packet, including all the failed RESkets and the successful
data exchangeis =ty + tc.

The expected time for a node to receive an RTS packet duriisgesing period is

It An approximation for the probability that a node wins thatemtion and is selected
o . ] — e tdN o
as the relay node is given in [35] assT. Then, the average active time of a node

that receives traffic and that resides in the relay regioh@sender node is

1 — e—de 1 — e—{dN

ty =t ————tc+(1- canv

bt —aw )% (7.7)

5 -
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Figure 7.2: Representation of packet exchange durations.

Finally, the expected time a node is awake during one liseiog ist; = (1 —
&) 1L + poty, Wwhere(1 — po&) represents the probability that either a node hears no
traffic or hears some traffic but is not in the relay region, imick case the node is
awake for7y, time.

The expression for the expected energy consumgiticimen, can be derived as

P ~ Px Tzl/d + \. Pty
~ P{d+ N\[(&™ = 1) (Trrs + NN, Ters)
+(2 — e %) (Trrs + Tors + Tpara + Tack)|}
P{d + \A[(e5N — 1)1 (1 + N,N,) + 2+
z|Tors + 2Tparal}
~ P{d+ \[(e*™ —1)"'N,N, Terr, + 2Tparal},

(7.8)

12

whereTprs ~ Ters ~ Tack = Torr, andl — e M NTe ~ N\ NT; when\,.NT; <<
1. SincexTrs is dominated by the other components in the formula, it imielated
as a simplification.

We take the derivative of the expected energy consumptioatiion with respect
to d and set it to zero to find the duty cycle that minimizes the etqu energy

; . . . log[ @ T2V elatd)y

consumption. The duty cycle resulting i, IS dopt = £—N2 where
a = MENN,N, Ters. Finally, the mathematical relation between duty cycle and
average traffic rate is derived. The value)gffor a node is found with the analysis

presented in Section 7.2.1.
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7.2.3 Duty Cycle Assignment Methods Proposed

The Distance-based Duty Cycle Assignment (DDCA) methodhdsfthe duty cycle
of a node to be the duty cycle based on the analysis presentgdcitions 7.2.1 and
7.2.2. Since analysis do not take packet contention anicoilinto consideration, we
round up the duty cycle found by DDCA to lié'f% Although the analysis presented
considers expected traffic observed by a node at a givemdastan practice the actual
traffic loads vary per node and over time. Moreover, the erdmalysis focuses on
minimizing energy consumption while leaving the end-tal-eelay performance as a
later concern. Aiming to solve these problems, we also meodistance-based duty
cycle assignment scheme combined with the actual trafftepabbserved. In general,
the receiver-based protocols do not exchange any trafticrirdtion between nodes to
achieve stateless communication. However, RTS packetbearsed to observe the
traffic load. The number of retransmitted RTS packets irsgea&ither when a node’s
duty cycle is too low and no relay candidates can be found,hmnathe traffic load is
too high and the high contention of nodes causes collisibitiseoRTS packets from
different transmitters. For either case, increasing thg ducle would increase the
probability of successful communication.

We introduce a piggyback flag to the original packet headen®fRTS packet to
indicate whether this packet is being retransmitted or A@ounter is also set in every
node to record the numbers of the initial and retransmitt€8 Rackets. If the total
number of the received retransmitted RTS packets in theeotigycle outweighs the
total number of the received initial RTS packets, it indésasevere contention in the
neighborhood, and the duty cycle of the node is increasedttgate the traffic load.
Otherwise, the duty cycle is decreased every cycle down tonamam of 1% to min-
imize the energy consumption. This method is called Trafiaptive Distance-based
Duty Cycle Assignment (TDDCA). TDDCA is expected to imprdtie latency perfor-
mance, since it takes into account not only the distanceebdsty cycle assignment,
but also the spatiotemporal traffic information in a patacumetwork deployment.
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7.3 Performance Evaluation of Duty Cycle Assignment

Simulations are performed using the OPNET simulator to ammphe two methods
proposed, namely DDCA and TDDCA, with the network-wide dansduty cycle as-
signment method. In the network-wide constant duty cyclénod the duty cycle is
set to the duty cycle found by the DDCA method for the nodeshmpeaway from the
sink, such that a high packet delivery ratio is guaranteed.

The performance metrics evaluated are packet deliveny, ratierage energy con-
sumption, and average latency. The radius of the target/ansaset to bed0 m and
the transmission range- for all nodes is set to b&) m. For simplicity, we assume the
relay region ratio is constant and set to 0.4 when determitiie DDCA duty cycle,
and the power for transmission, reception and idle listgmrset tol unit. The sink is
located in the center of the area, whet8 nodes are uniformly randomly deployed. In
TDDCA, the duty cycle is changed ly% every listening interval based on the observed
RTS retransmissions.

Two sets of simulations are performed to investigate théopmance of the pre-
sented duty cycle assignment methods for a varying numbsowices and a varying
packet generation rate,,. The effect of the number of sources is investigated for a
packet generation rate 6f5 packet/sec and the effect of the packet generation rate is
investigated forl0 sources.

The packet delivery ratio (PDR) values achieved by the thretihnods are presented
in Fig. 7.3(a) and Fig. 7.4(a). In all three methods, the PBfults are very close and
higher than97% for light traffic loads. With an increase in traffic load, tbenstant
duty cycle method performs the best because its higher dutg can provide more
awake nodes to participate in data routing. The slightlyssgrerformance of TDDCA
compared to the constant duty cycle method indicates tleafited increments and
decrements in duty cycle is not efficient in terms of PDR. Oher@ative is to use
varying duty cycle increments and decrements as propoq&0%ij.

While PDRs are approximately the same using all three mstHeids. 7.3(b) and
7.4(b) both show that TDDCA and DDCA are more energy-effictban the constant
duty cycle method, and that DDCA performs better than TDDORCA reduces en-
ergy dissipation betweel % and32% compared to the constant duty cycle method,
while TDDCA reduces energy dissipation betwééfi; and19% compared to the con-
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Figure 7.3: Simulation results in terms of the number of sesr

stant duty cycle method. Because the entire network isylikelgenerate more re-
transmitted RTS packets than original RTS packets, TDD@feases duty cycle more
often than decreasing it. The reason is as follows: in tha aear the sink where traf-
fic is heavy, available nodes that receive the first RTS packetto a busy state until
they win the contention or receive a CTS packet from anotbderfor the same RTS
packet. In this busy state, receivers do not reply RTS padketn other transmitters,
which results in retransmitted RTS packets even when thereveake nodes within
nodes’ transmission ranges. On the other hand, in the ardeofa the sink where

traffic is light, the duty cycles of nodes are low such thasipossible that there are
no awake nodes that can hear an RTS packet when it is broadcaBhus, retrans-
mitted RTS packets are generated in this case as well. Gribeafact that TDDCA
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Figure 7.4: Simulation results in terms of source packeegggion rate),.

increases the duty cycle more often than decreasing it ledtslarger average energy
consumption than DDCA.

Figs. 7.3(c) and 7.4(c) show that TDDCA performs the beseims of latency. In
light traffic, TDDCA achieves better latency values compaxgh DDCA, e.qg., latency
using TDDCA is30% less than latency using DDCA when the number of sources is
20. Since nodes are likely to increase their duty cycle rathan to decrease it, in TD-
DCA there are more nodes available to contend for the chamtlatency is reduced
compared with DDCA. It is also shown that in heavy traffic, TO® performs worse
in terms of latency compared with the constant duty cyclenmet This is because un-
der the severe impact of packet collisions and contentraffid patterns vary between
every listening interval such that a simple comparison betwthe number of original



124

RTS packets and retransmitted RTS packets cannot refleciutihent level of traffic
accurately enough. Hence, the method of changing duty £¥si&% in each listening
interval is not effective to achieve a low latency in higHficaconditions.

In summary, both DDCA and TDDCA are more energy-efficiennttiee constant
duty cycle method, while achieving similar packet deliveayio performance. Com-
pared with DDCA, TDDCA has an advantage in terms of latency.

7.4 Conclusions

In this chapter, we derived the duty cycle for a node as a fonaif its distance to
the sink to minimize expected energy consumption for cayeeast traffic patterns and
receiver-based routing. Based on our analysis, we develogaeduty cycle assignment
algorithms. Simulation results show that both methodseabes® energy consumption
compared with the constant duty cycle method by up2@ for the scenarios inves-
tigated. The traffic-adaptive distance-based duty cycésgament method achieves
energy improvements without sacrificing the latency andughput significantly. The
analysis can be extended as future work to improve the pedoce of distance-based
duty cycle assignment in heavy traffic scenarios, by takirggacket collisions and
contention into account.



Chapter 8

Conclusions and Future Work

8.1 Conclusions

This thesis addresses some of the fundamental problemescik atchitectures and pro-
tocol design for emerging wireless networks. We are comdnigy our preliminary

results that network dynamics can be supported. Throughstaat support multiple
protocols and information sharing, and through the useatékss network protocols,
networks with multiple substrates can be efficiently impbeted in our UPS frame-
work. The contributions of this thesis are summarized devid.

e A single layer cross-layer protocol XLM [15] is implementado the X-Lisa
information-sharing protocol stack architecture. Siniolaresults shows that X-
Lisa can be successfully used as a flexible information sggmiotocol stack, but
it lacks the ability to support multiple protocols in the salayer simultaneously,
and it does not provide a universal information-sharingrifiaice.

e A new protocol stack architecture called UPS (Universatdtal Stack) is pro-
posed. UPS standardizes a modular protocol stack that gspgmmcurrent pro-
tocol operation and information sharing.

e Examples of implementing UPS are demonstrated throughlations. The re-
sults demonstrate that the UPS framework can be appliedistirex protocols
with no interference between different protocol modulethasame layer.

125
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e A new virtual interface within the UPS framework to suppoutltiple radio in-
terfaces is proposed. Results from simulations using tinisal interface show
that the use of a virtual interface can improve the networkgpmance.

¢ A stateless receiver-based multicast protocol (RBMuitices developed, where
receivers decide the best way to forward the multicast tral@BMulticast re-
moves the need for costly state maintenance, which makesuRBkkt ideally
suited for multicasting in dynamic networks.

e An adaptation method for distance-based duty cycling ip@sed for receiver-
based convergecast networks. Based on local observed,traftilosed-form
energy formula for the duty cycle is derived.

8.2 Future Work

Possible future work includes designing approaches tatsebeiters and interfaces
given the multiple choices available in a device and suggbhty the UPS architec-
ture. Specifically: 1) Layer 3/routing level decisions t@oke the relays efficiently for
multihop networks with the use of multi-radio devices; and@ss-layer interactions
of the MAC and routing layers to best support application @o8ls. The goal is to
explore the best network/interface combinations for netaohat support multi-radio
devices.

8.2.1 Routing Layer Protocol Selection

The termsheterogeneous networksid hybrid networkshave been widely adopted in
the literature to represent the integration of cellulawweks and WiFi. The related
studies target architectural support, or provide the thhpuit capacity of such integra-
tion.

The emerging IEEE 802.21 standard has the goal of suppdréingovers between
specific network types, specifically GSM, WiFi, Bluetootl®2811 and 802.16. This
standard will provide a tool for packets to seamlessly dwiketworks among the inves-
tigated networks. However, how to select the best netwaskilisan unsolved research
problem.
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Chapter 4 defined a protocol architecture that enables usitenultiple protocols
in the same stack layer. Utilizing this architecture, we sapport multi-radio devices
with a common routing protocol. An important area of futurerkvis to look at the se-
lection of the route when links from different networks mayttaversed by the packet.
This type of routing enables the nodes in the network tozgtiéill resources available
in any co-existing networks and bridge the different neksavhen beneficial.

8.2.2 Cross-Layer Protocol Selection

Once the layer 3 and layer 2 protocol selection method isde€ecia generic solution

that integrates multi-layer information can be designemetingly. The generic solu-

tion will track such information to predict the network pamihance. A protocol archi-

tecture can be developed that incorporates both layer 3aged?2 cross-layer decisions
for efficient resource utilization while supporting endend application goals.
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