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“O mankind, you are those in need of Allah, while Allah is the Free of need, the Praiseworthy.”

Holy Quran - Surah Fatir [15]

This thesis is dedicated to Imam Mahdi; whom the world awaits his return.
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Abstract

Wireless networks are vital for supporting a range of applications. With the continuous devel-

opment of wireless networks, energy conservation and energy efficiency are becoming key factors

in improving the network lifetime. In conventional wireless networks, the nodes are equipped with a

single antenna, and the energy conservation methods are needed since the nodes have limited capacity

and may run out of energy. Although energy harvesting, which provides unlimited amount of energy

to the nodes when ambient energy is available, can be helpful in solving this problem, there are times

when the energy source is not available. Therefore, implementing energy efficient techniques is es-

sential in wireless networks in order to have energy consumption balance among the wireless nodes.

In multi-antenna wireless networks, however, the energy conservation problem can be addressed us-

ing the trade-off between the transmit power and the circuit energy consumption. Multiple-Input

Multiple-Output (MIMO) communication is a promising approach that can be efficiently used in re-

ducing the energy consumption for communication. In MIMO systems, the transmit power is spread

among more than one antenna, which results in having a high power gain and better spectral efficiency.

To this end, I propose a system for MIMO wireless networks that optimizes the energy efficiency

and provides energy balance by dynamically adjusting the number of antennas based on the nodes’

energy levels. Based on the nodes’ distance, remaining energy, and the target Bit-Error-Rate (BER),

a multi-antenna scheme is chosen for communication on a per-packet basis. The system is modeled

using a Markov Decision Process (MDP) and optimized using reinforcement learning. I define the

reward function based on the remaining energy, energy consumption, and the distance between the

nodes and use Q-learning to find the optimal multi-antenna scheme.

In order to extend the idea into a network with more than two nodes, I propose MAC-LEAP:
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Multi-Antenna, Cross Layer, Energy Adaptive Protocol for single-hop and multi-hop MIMO wireless

networks. The protocol selects the most energy efficient MIMO scheme for both the transmitter and

the receiver and uses the RTS/CTS hand-shake to transfer some information required by the dynamic

antenna selection policy prior to the data transmission. Based on simulation results using the ns-3

network simulator, MAC-LEAP outperforms traditional protocols both in terms of network lifetime

and the number of received packets in single hop and multi-hop networks. Moreover, MAC-LEAP is

also implemented in a real life animal tracking application called JumboNet. I tested the protocol in

three different scenarios; when the nodes have limited energy, when the nodes have unlimited energy,

and when the nodes employ energy harvesting. According to the simulation results, MAC-LEAP

outperforms the traditional JumboNet network in terms of energy consumption, packet delay, and

packet delivery ratio.

Moreover, in order to enable network scalability, I propose Cluster-based MIMO (CMIMO), a

cluster-based protocol for wireless networks in which the nodes have multiple antennas and are pow-

ered either by a non-rechargeable battery or by energy harvesting. In a cluster-based network using

MIMO, the nodes are equipped with more than one antenna. CMIMO adjusts the number of antennas

for communication between a normal node and a cluster-head in order to improve the energy effi-

ciency of the network. We evaluate CMIMO in two scenarios, a network with wireless nodes with

non-rechargeable batteries, and a network with mobile wireless nodes powered with energy harvest-

ing. In both scenarios, the simulation results show that CMIMO outperforms the traditional approach

in terms of number of received packets, network lifetime, percentage of dead nodes, and energy con-

sumption.
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Chapter-1

Introduction

Wireless communication has been the focus of many researchers in the last decade due to the wide

range of applications that can benefit from it. These networks are deployed for different applications,

including environmental monitoring, healthcare monitoring, disaster monitoring, traffic monitoring,

and intrusion detection, among others. In most of these applications, energy-efficient communication

is essential in order to maintain the network for long periods of time. However, even with very

efficient communications, eventually batteries will run out and need to be replaced. An alternative is

to utilize continuous energy harvesting, whereby the nodes’ batteries can be recharged through energy

obtained from the environment, such as solar, wind, and vibration energy.

1.1 Balancing the Nodes’ Energy

Energy efficiency along with balanced energy use among the nodes are key factors in improving

the lifetime of wireless networks. While overall energy efficiency ensures a reduction in the energy

required to operate the network, balancing the remaining energy for the nodes is important in order to

avoid the failure of a node prematurely.

There are many factors that affect the energy consumption required for communication in a wire-

less network. Mobility, communication distance, number of communication antennas, wireless cov-

erage, node density, network dynamics, and network heterogeneity are some of the factors that affect

the network overall energy consumption. For instance, nodes that must communicate over longer

distances, require higher bit rates, and have a high mobility consume more energy than nodes that
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communicate over smaller distances, with lower bit rate requirements and low mobility.

The energy storage of the nodes in the network varies. Each wireless node in the network is

equipped with either a capacitor, a super-capacitor, or a battery to store the energy. Capacitors or

super-capacitors are used when a high amount of energy is required for communication among the

nodes, while the capacity of batteries is smaller as they can be used in applications that have steady

energy consumption. However, nodes equipped with these energy storage mechanisms have limited

storage capacity, and can be affected by energy leakage over time, so that eventually the storage

medium must be recharged or replaced.

A solution to these problems is to employ energy harvesting in the network, where the energy is

provided through ambient sources such as vibration, electromagnetic, solar, wind, thermal, etc. [2, 3,

4, 5, 6, 7, 8]. Employing energy harvesting in wireless networks enables the nodes to continuously

acquire energy to ensure network sustainability. Although the energy may be needed continuously,

depending on the environment conditions, there may be an interruption in the ambient energy that can

be harvested. For instance, during the day or during windy days the energy can be provided through

solar or wind, respectivly, while no energy is generated during the night for solar energy harvesting

and during calm weather for wind energy harvesting. Thus, even if energy harvesting is employed in

the network, providing energy consumption balance among the nodes is essential to ensure that no

nodes run out of energy prematurely.

1.2 Multi-Antenna Wireless Networks

In a single link communication, the transmitter and the receiver may have either one or more

antennas. Depending on the number of antennas of the wireless node and certain other factors such as

communication distance and channel Bit-Error-Rate (BER), the node energy consumption is different.

Multiple Input Multiple Output (MIMO) is an approach whereby multiple antennas are used in the

transmitter and receiver nodes. Unlike Single Input Single Output (SISO) communication, MIMO

has been the focus of many researchers for the past decade due to its benefits.

MIMO technology enhances both the capacity and reliability of wireless networks and provides
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better energy efficiency. The signal level at the receiver side in a wireless network fluctuates and

fades, which may affect the quality of the communication. The spatial diversity achieved when using

MIMO provides the receiver with multiple independent copies of the transmitted signal. The higher

the number of copies, the higher the probability that at least one copy is received without experiencing

a deep fade.

At the circuit level, the architecture of MIMO is more complex than SISO and thus, the amount

of circuit energy consumption is higher in MIMO. However, MIMO performs much better than SISO

in terms of transmit energy efficiency. On the other hand, MIMO systems require less transmission

energy for the same throughput requirements. Although both the circuit energy consumption and the

transmit energy consumption should be taken into account in terms of the energy efficiency, MIMO is

considered more energy efficient than SISO since the circuit energy consumption is often negligible

compared to the transmit energy consumption.

1.3 Contributions to Energy Harvesting Wireless Networks

As noted above, one of the pressing issues in wireless networking research is how to best re-

duce the communication energy consumption in order to maximize the network’s lifetime. While

energy harvesting is a promising approach to ensure the continued operation of wireless networks,

as discussed above, even with energy harvesting, there may be times when the energy source is not

available, and hence it is important to ensure that the network is energy efficient and the energy usage

is balanced across the nodes in the network. In addition to providing energy balance in the network,

it is also important to maintain other factors such as coverage, connectivity, and resiliency to network

dynamics.

This thesis aims to address these issues in MIMO wireless networks with energy harvesting in

order to increase energy efficiency and maximize network lifetime. The specific contributions of my

work include the following:

• I modeled the problem of dynamically adjusting the number of antennas based on the nodes’

energy levels. Based on the nodes’ distance, remaining energy, and the target Bit-Error-Rate,



CHAPTER 1. INTRODUCTION 4

a multi-antenna scheme (MIMO, MISO, SIMO, SISO) is chosen for communication on a per-

packet basis. The multi-antenna scheme is chosen such that the system total energy consump-

tion is minimized and the lifetime is maximized. This work has been described in [9] and in

detail in Chapter 3.

• I introduced a simulation framework for MIMO wireless networks for the ns-3 simulator. This

framework is described in [10]. Moreover, an energy prediction model for energy harvesting

is also proposed for the ns-3 simulator and is described in [11]. Both of these contributions to

ns-3 are explained in detail in Chapter 3.

• I have extended the MIMO energy model described in Chapter 3 by employing energy harvest-

ing. I modeled the system using a Markov Decision Process (MDP) and optimized the com-

munication using reinforcement learning. The MDP states are defined based on the transmitter-

receiver power consumption ratio and the actions are the four multi-antenna schemes that can be

employed for communication. By using Q-learning and defining the reward function based on

the remaining energy, energy consumption, and the distance, the optimal multi-antenna scheme

is found on a per-packet basis. This work is presented in [12] and explained in Chapter 4.

• As a follow up to the work presented in [9] and Chapter 3, I extended the idea of balancing

the nodes’ energy through selection of the number of antennas to a network with more than two

nodes. I proposed a protocol called MAC-LEAP: Multi-Antenna, Cross Layer, Energy Adaptive

Protocol for both single-hop and multi-hop MIMO wireless networks. This work is described in

[10]. Moreover, I have employed MAC-LEAP in a real life application called JumboNet [13],

and evaluated MAC-LEAP in a JumboNet mobile wireless network using the Epidemic routing

protocol [14]. This work is presented in [15] and described in Chapter 5.

• To improve the scalability of multi-antenna networks, I proposed Cluster-based MIMO (CMIMO),

an energy efficient MIMO protocol for cluster-based networks. CMIMO employs the Online

Policy from MAC-LEAP to adjust the number of antennas for the normal node-Cluster Head

communication. CMIMO can be employed in both a wireless network with fixed nodes and
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non-rechargeable batteries, and a wireless network with mobile nodes and rechargeable energy

sources. This work is described in Chapter 6.
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Chapter-2

Related Work

In this chapter, we provide an overview of the previous work in terms of energy efficiency in

wireless networks, MIMO wireless networks, and clustering algorithms in wireless networks.

2.1 Energy Efficiency in Wireless Networks

Energy is one of the most important factors in wireless networks since it has a direct effect on the

nodes’ lifetimes. By increasing the energy efficiency of the network, the network lifetime increases,

and thus the data communication can continue for longer periods of time. On the other hand, by

having higher energy in the nodes’ buffers, more data will be transmitted for a given amount of energy

consumption. There are many different approaches that can be beneficial for energy conservation in

these networks, such as energy efficient routing protocols [16, 17, 18, 19, 20, 21], energy harvesting

approaches [22, 23, 24, 13, 25, 26, 27], MAC protocols based on wake-up radios and duty cycling

[28, 29, 30, 31], transmission power adjustment methods [32, 33, 34], and employing multi-antenna

(MIMO) schemes [35, 36, 37, 38, 39, 40].

For energy efficient routing protocols, current remaining energy is considered as a routing metric.

In [19], two cost functions are defined in the routing protocol that map any change of the remaining

energy into a large value. In this way, higher priority is given to the nodes that have higher energy

in their buffer. In [21], the cost function of the routing protocol depends on both the energy levels

and the distances of the nodes. A multi-path routing protocol is introduced in [16] that provides two

collision-free routes between the source and the destination in order to improve the network reliability,
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especially when the nodes in one of the routes run out of energy. In [17, 18] the architecture of the

network is designed based on clusters in order to not only make the routing more energy efficient but

also make the network more scalable. In cluster-based wireless networks, the routing is more energy

efficient since the regular nodes are connected to the cluster head and the cluster heads are the only

nodes that have routing overhead. Thus, the cluster heads consume more energy and other nodes can

save more energy while the data is routed to the destination.

Energy harvesting is also employed in many networks to overcome the energy shortage problems.

Energy harvesting is a technology whereby energy is harvested from ambient sources in the environ-

ment such as solar [22, 23], wind [24], kinetic energy [13], and thermal [25, 26]. The ambient energy

is converted to electrical energy and consumed by the nodes or saved for later use. It is important

to note that the nodes may still suffer from energy shortage when the ambient energy is unavailable.

Therefore, even with employing energy harvesting, implementation of energy saving mechanisms is

needed. For instance, in [22], a data gathering protocol with a duty-cycling MAC layer is proposed for

environmental monitoring to detect environmental hazards such as floods and harsh weather condi-

tions. The energy of the nodes is provided using solar panels and two rechargeable batteries. Although

energy harvesting is employed, the proposed protocol in [22] reduces overall energy consumption in

low data rate communications.

Wake-up radios are also very efficient in terms of energy consumption. The key in these schemes

is to manage the energy consumption during the duty-cycle (sleep time plus the wakeup time) in order

to save energy on idle listening. Moreover, synchronization is also an issue since for a successful

communication both sender and receiver nodes should be awake. In synchronized protocols such as S-

MAC [28] and T-MAC [29], the sender and the receiver nodes agree on a schedule for communication

such that both nodes are awake during the data transmission.

In asynchronous protocols or low power listening protocols such as B-MAC [30] and X-MAC

[31], preamble sampling is employed before the sender and the receiver start communicating. B-

MAC is a CSMA-based MAC protocol in which is based on Clear Channel Assessment (CCA). In

this protocol, the sender node sends a wakeup signal (preamble) before the data transmission to the

receiver. The receiver node periodically wakes up and checks the channel for activity. As soon as a
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node receives the wakeup signal, it stays awake to receive the data packet. Although B-MAC is energy

efficient, a node may stay awake for a while to receive the data packets destined for other nodes and

waste energy. In X-MAC, this problem is solved by using a strobed preamble consisting of several

short preambles. Prior to data transmission, the sender sends a sequence of these short preambles,

each of which contains the destination address. When a node receives a short preamble, if the address

is not itself, the nodes goes back to sleep. When the destination node receives one of these preambles,

it acknowledges the sender. Thus, the sender stops sending these preambles and starts sending the

data.

2.2 MIMO Wireless Networks

In contrast to Single-Input Single-Output (SISO) systems, Multiple-Input Multiple-Output (MIMO)

systems employ more than one antenna at both the transmitter and the receiver. Thus, MIMO provides

two main advantages for the wireless communication: spatial diversity gain and spatial multiplexing

gain. The spatial multiplexing gain is obtained by extending the degrees of freedom by sending mul-

tiple orthogonal data streams simultaneously [41], which results in having a higher data rate in the

system. The second benefit of MIMO, which is the spatial diversity gain, is obtained from the fact

that each transmitter will send the same stream of data with more than one antenna, which increases

the probability of having a reliable signal at the receiver side in order to combat fading.

As the diversity-multiplexing trade-off is discussed in many papers [42, 43, 44], both of these gain

factors are simultaneously achievable at some level. Besides the above benefits of MIMO, this tech-

nology is also an energy efficient solution for wireless networks that have a limited amount of energy.

Several studies have explored the issue of energy efficiency in MIMO wireless networks. In [45], the

energy efficiency of non-cooperative, half-cooperative and cooperative MIMO systems are analyzed

by considering the trade-off between spatial diversity and multiplexing gains. Their results show

that the energy efficiency of MIMO systems is much higher than that of SISO systems. The energy

trade-off between SISO and MIMO systems is also analyzed in [46] in which it is demonstrated that

a MIMO transmission performs better than SISO in terms of energy efficiency for long-range com-
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munications and vice versa for short-range communications. The protocols presented in [45] and [46]

consider a fixed MIMO scheme for exchanging multiple packets between two nodes, regardless of

their distance and battery level. However, for different energy levels, distances, and BERs, different

MIMO schemes could maximize the network energy efficiency and, therefore, the system lifetime.

Energy adaptation in MIMO wireless networks, which is essential for network lifetime maximiza-

tion, can be applied not only at the physical layer but also at the MAC layer. In [47], a MAC protocol

based on MIMO is proposed to eliminate the interference and collisions in wireless networks. With

nodes equipped with multiple antennas, the transmitter uses only half of its antennas for the transmis-

sion and keeps the other half free for another simultaneous transmission in order to have collision-free

communication. In [48], a MAC protocol is presented for ad-hoc networks with MIMO links, where

the authors focus on the fair channel allocation problem.

In [49], the physical and MAC layers collaborate to exchange channel state information (CSI)

for effective data communication. In [50], two separate error-free channels are considered for data

packets and control packets. Each control packet carries the CSI and the number of antennas used by

the node for the next packet transmission/reception. However, the selection of the number of antennas

in [50] is not based on energy efficiency of the nodes. If no-CSI feedback is available to the transmitter

such as the cross-layer protocol introduced in [51], the number of antennas should be decided by the

receiver and sent back to the sender. The proposed protocol in [51] switches between MIMO and

Single-Input Multiple-Output (SIMO) to achieve higher energy efficiency, which is more significant

when the channels are correlated.

In [52], a cluster-based MAC protocol based on cooperative MIMO is proposed in which the

cluster heads and all the nodes except the cooperative MIMO nodes (a subset of nodes within the

cluster) use one antenna for communication. The inter-cluster packet transmission utilizes SISO,

MIMO, and MISO communications, which are fixed and chosen based on the node type (whether a

node is a cooperative MIMO node or not) and not their energy or communication distance.

In [53] the energy and distance are taken into account in MIMO-based data transmission. The

authors present E-Basic, a MIMO-adaptive CSMA/CA-based protocol where the number of antennas

is chosen on a per-packet basis based on the transmission distance and the total power consumption
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of the transmitter and the receiver. For every pair of nodes along a multi-hop communication path,

E-Basic selects the MIMO scheme that minimizes the total energy consumption and uses this scheme

for data transmission. For non-data packets, such as RTS, CTS, and ACK, E-Basic uses a fixed

MIMO scheme for the communication. Although E-Basic aims at minimizing the total link power

consumption, it does not focus on optimizing the power efficiency of the system while providing an

energy consumption balance among the nodes. Moreover, E-Basic uses a fixed MIMO scheme for a

specific distance and BER for the communication, regardless of the nodes’ remaining energy.

The aforementioned communication protocols employed a fixed MIMO scheme for a particu-

lar transmission distance and BER and do not take into account the remaining energy of the nodes.

Moreover, maximizing the network lifetime using a fixed MIMO scheme results in non optimal per-

formance because the four MIMO schemes entail different energy consumptions at the transmitter and

the receiver. In particular, at the receiver side, SISO and MISO have lower energy consumption than

MIMO and SIMO, while at the transmitter side, the situation is reversed. Thus, in order to maximize

the lifetime of the network, the transmitter and receiver remaining energies need to also be included

in the selection of the most energy-efficient communication scheme. For this purpose, the energy

consumption of the wireless nodes should be adapted according to the network conditions.

To the best of our knowledge, none of the previous MIMO-based protocols selects the number of

antennas adaptively for a specific distance and channel BER and by considering the nodes’ remaining

energy.

2.3 Cluster-based Wireless Networks

In order to increase network scalability, a group of wireless nodes can form a cluster in which

one of the nodes acts as leader (Cluster Head (CH)). A cluster-based wireless network has two or

more tiers. The lowest tier are the normal wireless nodes that communicate with the CHs. The upper

tiers are the CHs, which communicate with each other. Clustering has various advantages. Thanks to

this architecture, communication bandwidth and redundant message exchanges among the nodes are

reduced, since the normal nodes only communicate with their assigned CHs [54].
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In such networks, the nodes with higher energy levels are chosen as CHs and are responsible for

more complicated tasks compared to the normal nodes with lower energy levels [55]. CHs can also

employ energy saving strategies and data processing techniques in order to prolong the CH’s battery

life and enhance the communication. Moreover, the normal nodes are not affected by the overhead

caused by changes at the CH level [56].

In order to use the nodes’ resources evenly, a CH rotation policy can be used. In LEACH [57], a

node decides to be a CH with a probability p and broadcasts its decision to the other nodes. The nodes

choose their CH according to the least communication energy required to reach the CH. The CH role

is rotated among the nodes in the network. According to the CH rotation policy, each node chooses a

random number between 0 and 1. If the number is less than a certain threshold, the node becomes the

next CH.

Another way of choosing CHs is based on the residual energy. Unlike LEACH, which chooses

the CHs randomly, in HEED [58] the nodes having high residual energy are more likely to be CHs.

Moreover, HEED chooses the CHs such that the probability of two nodes becoming CHs is small if

they are in each other transmission range. In HEED, all nodes have a probability of being a CH based

of the ratio of their remaining energy and battery capacity. When this probability is 1 (the battery of

the node is full), the node becomes a CH with %100 probability. Otherwise, if the probability is less

than 1, the node is a tentative CH that can change its status to a regular node if it finds a lower cost

CH.

From a routing perspective, the data transmission in cluster-based networks can be divided into

intra-cluster and inter-cluster communications. Both of these communication types can be either

single-hop or multi-hop. Single-hop intra-cluster routing is when the normal node sends the data

packets directly to the CH. Although the propagation is simple in this case, intra-cluster multi-hop

routing [59, 60, 61] is required when the communication range of the CH/normal nodes is limited

within the cluster.

In some of the routing protocols such as LEACH, it is assumed that the nodes have long com-

munication range that allows direct communication. It is not very energy efficient to have direct data

transmission among the nodes, especially if the sink is located very far from the nodes. Multi-hop
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inter-cluster routing is a solution to this issue [62]. In inter-cluster routing with multi-hop commu-

nication, CHs can be organized as a hierarchy [61, 63]. Although the maintenance of the hierarchy

can be costly as the network gets larger, this provides better energy distribution among the nodes and

enhances the overall energy consumption.
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Transmitter-Receiver Energy Trade-off in MIMO Wire-
less Networks

3.1 Introduction

Multiple-Input Multiple-Output (MIMO) radio antenna technology is a promising approach to

improve the energy efficiency of wireless communications. This technology is employed in wireless

networks due to its potential to dramatically improve the data throughput and radio energy efficiency

without increasing the total transmission power [64] [65]. Using multiple antennas at both the trans-

mitter and the receiver, MIMO systems spread the transmission power among different antennas in

order to achieve a power gain that increases the bandwidth efficiency for the same Bit-Error-Rate

(BER) requirement [64].

Although MIMO communication requires less transmission power compared to Single-Input Single-

Output (SISO) communication, both the transmitter and the receiver consume more circuit energy due

to the additional number of antennas that are used by the system. This is because, as the number of

antennas increases, more circuit power is required by the radio device. Therefore, both the circuit and

transmission power should be considered in the total energy optimization in order to devise an energy

efficient communication protocol.

To address this problem, several energy efficient MIMO protocols have been proposed [45, 46,

65, 66]. While these protocols consider both the circuit and the transmission power required to ex-

change data packets, in order to optimize the energy usage, most of them focus on minimizing the

transmission power for a certain transmission distance or communication delay. Despite the fact that
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this is a reasonable approach in long-range SISO systems, it is not always a promising solution for

short-range applications.

In [66], the authors propose a method to minimize the transmission power by dynamically switch-

ing between Single-Input Multiple-Out (SIMO), Space-Time Block Coding (STBC) and Spatial Mul-

tiplexing (SM) depending on the distance between the communicating nodes. While [66] showed that

SM and STBC may provide some advantages in transmission power compared to SIMO, the circuit

energy consumption is not included in the analysis.

Dynamic antenna selection is another method that can be helpful in managing energy efficiency.

This is related to selecting the number of antennas at the transmitter and receiver in a MIMO sys-

tem, based on the specific energy requirements. In a multi-user MIMO system, by considering a

signal-to-interference plus noise ratio (SINR) threshold, one possible solution is to select the number

of antennas that maximizes the SINR of the worst above-the-threshold user [67]. Alternatively, to

manage the energy efficiently, the number of antennas can be chosen dynamically for each neighbor

node based on their transmission distance [53]. Most of these papers consider either the distance or

the delay to decrease the total energy consumption. However, there are some other key factors such

as node’s remaining energy and energy consumption coupled with dynamic antenna selection that are

highly effective in improving the energy efficiency of MIMO systems.

In this chapter, we model the problem of dynamically adjusting the number of antennas based

on the nodes’ energy levels. We propose an Optimal Policy in which an energy balancing model is

applied in the network based on the various requirements of the nodes. For a specific communication

slot, our approach chooses an antenna mode among SISO, MISO, SIMO, and MIMO based on their

energy consumption and on the residual energy at both the transmitter and receiver nodes, in order

to extend the nodes’ lifetimes. In addition, we introduce an on-the-fly policy, called Online Policy,

in which the most energy efficient antenna mode is selected before the actual data exchange. Finally,

we propose two heuristic policies that act in the benefit of either the receiver or the transmitter. These

policies choose the antenna mode that maximizes either the receiver (RX Policy) or the transmitter

(TX Policy) lifetime.
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3.2 System Model

In this section, we present the energy consumption model and the data transmission scheme em-

ployed in MAC-LEAP to meet a required BER. We assume that each node is equipped with two an-

tennas, and may use a different number of antennas adaptively for their communication. The number

of antennas is selected such that the total number of received packets in the network is maximized.

The required information for the antenna selection is transferred among the nodes using the MAC

layer RTS/CTS packet exchange.

3.2.1 Energy Consumption Model

Consider a single hop communication link with a transmitter node tx and a receiver node rx. Nodes

are static and time is slotted such that every time slot includes the fixed transmission time of a packet

and the subsequent retransmissions due to unsuccessful delivery. The nodes are powered through a

battery and, at a generic time slot t, the remaining energy of the transmitter and the receiver nodes

are defined as Bt
tx and Bt

rx, respectively. The nodes are equipped with M = 2 antennas and have the

possibility to operate using Mtx ×Mrx MIMO, with Mtx,Mrx ∈ {1, 2}, depending on the number

of antennas selected at the transmitter and the receiver (i.e., 2× 2 MIMO, 2× 1 MISO, 1× 2 SIMO

and 1× 1 SISO). Moreover, we consider a Rayleigh fading channel, and we design our system based

on the IEEE 802.11 protocol with a fixed data rate and BPSK modulation. By sending or receiving

a packet, the node energy will be reduced depending on the energy consumed by that packet. In this

perspective, the node number of antennas, the communication distance, the channel BER, the data

rate, and the node current operation state (e.g., Idle, Reception, Transmission, or Sleep) are the most

important factors that determine the energy consumption. In what follows, we describe the energy

consumption model used in the physical layer of MAC-LEAP.

As mentioned previously, the nodes are battery powered with initial energy levels B0
tx and B0

rx at

the transmitter and the receiver, respectively. By sending or receiving a packet at time t, the residual

energy stored in the devices (i.e., Bt
tx and Bt

rx) decreases over time according to the energy consump-

tion of the selected antenna mode. The receiver energy is consumed only using the receiver circuit
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block (P rx
C ) while at the transmitter side, it is consumed by both the transmitter circuit (P tx

C ) and the

Power Amplifier (PPA). We consider the circuit blocks of the receiver and the transmitter as discussed

in [9].

At the receiver side, the total power consumption Prx(Mrx) is equal to the circuit power consump-

tion P rx
C (Mrx), which is given by

P rx
C (Mrx) = Mrx(PADC + PMix + P rx

Fil + PDem+

+ PIFA + PLNA) + PSyn,

(3.1)

where PADC represents the power consumption of the Analog-to-Digital converter (ADC), PMix is the

power consumption of the mixer, P rx
Fil is the power consumption of the receiver filter circuit, PDem

is the power consumption of the demodulator, PIFA is the power consumption of the Intermediate

Frequency Amplifier (IFA), PLNA is the power consumption of the Low Noise Amplifier (LNA) and

PSyn is the power consumption of the frequency synthesizer. The power consumption at the transmitter

side Ptx(Mtx,Mrx), instead, is given by

Ptx(Mtx,Mrx) = PPA(Mtx,Mrx) + P tx
C (Mtx), (3.2)

where PPA and P tx
C are defined below. The power consumption of the transmitter circuit P tx

C is

expressed as

P tx
C (Mtx) = Mtx(PDAC + PMix + P tx

Fil + PMod) + PSyn, (3.3)

where PDAC is the power consumption of the Digital-to-Analog Converter (DAC), PMod is the power

consumption of the modulator and P tx
Fil represents the power consumption of the transmitter filter

circuit. The power consumption of the power amplifier PPA(Mtx,Mrx) depends on the transmission

power Pout and the modulation scheme [68], and is expressed as

PPA(Mtx,Mrx) =

(
1 +

ξ

η

)
Pout(Mtx,Mrx), (3.4)

where η is the drain efficiency of the power amplifier, while ξ = 3K−2
√
K+1

K−1 represents the Peak-to-
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Average Ratio (PAR) that depends on the constellation size K. We note that for the results presented

here, ξ is a constant value since we only consider a BPSK modulation scheme (i.e.,K = 2). Moreover,

the transmission power Pout can be calculated using the following formula [69]:

Pout(Mtx,Mrx) = Eb(Mtx,Mrx)Rb

(
4πd

λ

)k
MlNf

GtxGrx

, (3.5)

where Rb is the system bit rate, Gtx and Grx are the transmitter and the receiver antenna gains, d is

the transmission distance, λ is the carrier wavelength and k is the path loss exponent. Moreover, Nf

is the receiver noise figure, which depends on the thermal noise Power Spectral Density (PSD) N0

and on the PSD of the total effective noise at the receiver. Ml is the link margin, which shows the

difference between the receiver sensitivity and the actual received power. Eb is the average energy per

bit required to achieve a given BER pb, in a BPSKMtx×Mrx MIMO system. The description of BER

vs. SNR for a MIMO Rayleigh fading channel is presented in Section 3.2.2. Given the above, we can

now define the total energy required at the transmitter or the receiver to send or receive a packet of

size N bits as

EX
pkt(Mtx,Mrx) =

PX(Mtx,Mrx)

Rb

N, (3.6)

whereX ∈ {tx, rx}. Given the per packet energy consumptionsEtx
pkt(Mtx,Mrx) andErx

pkt(Mtx,Mrx)

and time slot t, the number of successful packets that can be processed by the nodes using aMtx×Mrx

MIMO scheme is

LtX(Mtx,Mrx) =
Bt
X

EX
pkt(Mtx,Mrx)

1
1−ppkt

, (3.7)

where X ∈ {tx, rx} and ppkt = 1− (1−pb)N represents the packet error rate and accounts for packet

retransmissions. Thus, the expected total number of packets that can be successfully received is given

by

Lt(Mtx,Mrx) = min{Lttx(Mtx,Mrx), L
t
rx(Mtx,Mrx)}. (3.8)

The receiver is responsible for calculating the number of packets based on the selected policy for

the communication and sending the selected MIMO scheme to the transmitter.
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3.2.2 BER Requirement In MIMO Rayleigh Fading Channel

In this section we derive the formula for channel BER in a MIMO communication. Assuming

a Rayleigh fading channel in a Mtx ×Mrx MIMO system, the input-output relationship is given by

[70]:

y =
√
ρ Hx+ n

where the constant ρ is the signal-to-noise ratio (SNR) at each receive antenna, y is the Mrx × 1

received signal vector, x is the Mtx × 1 transmitted signal vector, n is the Mrx × 1 Gaussian noise

vector with zero mean and variance of 1/2.

For 1 × Mrx SIMO where Maximal Ratio Combining (MRC) is employed in the channel, for

2 ×Mrx MIMO/MISO Alamouti Space Time Block Codes (STBC) [71], and for 1×1 SISO com-

munication, we will analyze the achieved BER assuming a Rayleigh fading channel. Using a BPSK

modulation, the BER conditioned on the channel gains is given by [72]:

Pα(α) = Q

(√
2αρ

Mtx

)
, (3.9)

where α = hTh =
∑Mrx

i=1

∑Mtx

j=1 |hi,j|2 is the summation of the channel powers across all receiving

antennas. Since hi,j follows a Rayleigh fading distribution, α follows a chi-square distribution with

2MtxMrx degrees of freedom and a probability density function (pdf) of

fα(α) =
α(MtxMrx−1)e−α

(MtxMrx − 1)!
, α > 0. (3.10)

Thus, the average BER of the channel is

pb = E[Pα(α)] =

∫ ∞
0

Q

(√
2αρ

Mtx

)
fα(α)dα. (3.11)

By substituting Eq. (3.10) in Eq. (3.11) and solving the integral, we obtain the BER of the channel as

[70]:

pb =

(
1

2
(1− ζ)

)L
·
L−1∑
l=0

(
L− 1 + l

l

)(
1

2
(1 + ζ)

)l
, (3.12)
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Figure 3.1: BER versus SNR for MIMO, MISO, SIMO, and SISO.

where L = MtxMrx and ζ =
√

ρ/Mtx

1+ρ/Mtx
.

Moreover, with the special case of 1×1 SISO communication with no diversity, we obtain the

BER of a Rayleigh fading channel as

pb =
1

2

(
1−

√
ρ

1 + ρ

)
. (3.13)

Using Eq. (3.12), we can find the BER versus SNR (ρ) for different MIMO schemes in a Rayleigh

fading channel with BPSK modulation, as shown in Fig. 3.1.

3.2.3 Transmitter-Receiver Energy Tradeoff

As derived above, when a transmitter node sends a packet to a receiver node, the amount of

energy consumed for the transmission and reception of the packet depends on the number of antennas

used by the nodes. The energy consumption of the transmitter and the receiver nodes in a single

communication link is shown in Fig. 3.2 for various distances, and in Fig. 3.3 for various BERs. We

note that, according to the 802.11n standard that uses MIMO communications, the wireless nodes’
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outdoor coverage is 250 meters [73].

The receiver energy consumption depends only on the number of antennas so it remains constant

as distance and BER vary. As shown in Fig. 3.2(b) and Fig. 3.3(b), SISO and MISO, which are

two schemes that employ one antenna to receive the data, have lower receiver energy consumption

than MIMO and SIMO in which more than one antenna is used at the receiver side. Although SISO

and MISO consume less energy than MIMO and SIMO, they have higher transmit power. Since the

transmitter energy consumption depends on many parameters including the distance, BER, and the

number of antennas, its value changes as distance and BER vary. As demonstrated in Fig. 3.2(a), in

distances smaller than 5 meters, when the transmitter node uses one antenna to send the data (SISO

and SIMO), its energy consumption is lower than using two antennas (MIMO and MISO).

Considering a fixed distance between two nodes, as shown in Fig. 3.3(a), the transmitter consumes

less energy by using SIMO in high channel BER. However, as BER decreases, MIMO is a better

option in terms of the transmitter energy consumption compared to the other three antenna modes.

According to Fig. 3.2(b) and Fig. 3.3(b), depending on the number of antennas at the nodes, their

distance or the channel BER, the employed MIMO scheme can be energy efficient either for the

transmitter or the receiver. For instance, although SISO is more energy efficient than MIMO at the

receiver side, it is not a very good option at the transmitter for long-distance communications. This

energy trade-off between the transmitter and the receiver, raises the question of which MIMO scheme

is more beneficial to use in the wireless networks. MAC-LEAP exploits this energy consumption

trade-off to find the most energy efficient number of antennas pair for the transmitter side and the

receiver side.

3.3 Dynamic Antenna Selection Policies

In a wireless network, the total remaining energy and, consequently, the total lifetime of the sys-

tem, depends on the lifetimes of both the transmitter and the receiver. For instance, if the transmit-

ter has enough energy but the receiver does not, or vice versa, by choosing a fixed communication

scheme, the bottleneck node will eventually be depleted. The main goal of our solution is to extend
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Figure 3.2: Energy consumption per bit for (a) the transmitter node and (b) the receiver node for
different distances (BER=10−5).
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Figure 3.3: Energy consumption per bit for (a) the transmitter node and (b) the receiver node for
different Bit-Error-Rates (distance = 100m).
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the lifetime of the system by varying the MIMO scheme over time. In what follows, we first propose

an optimal antennas selection scheme (Optimal Policy), which provides a balance between the energy

consumption at the transmitter and the receiver. We then present 3 heuristic policies, namely Online

Policy, TX Policy and RX Policy, with different complexity and requirements in term of information

that needs to be exchanged between the nodes.

3.3.1 Optimal Policy

The main goal of Optimal Policy is to maximize the system lifetime and simultaneously minimize

the total energy consumption with respect to both the transmitter and receiver lifetimes. To this end,

the optimal antennas selection policy can be define as the solution of the following combinatorial

optimization problem:

max
∑M

Mtx=1

∑M
Mrx=1 αMtx,Mrx (3.14)

s.t. ∑M
Mtx=1

∑M
Mrx=1 αMtx,MrxE

tx
pkt(Mtx,Mrx) ≤ B0

tx∑M
Mtx=1

∑M
Mrx=1 αMtx,MrxE

rx
pkt(Mtx,Mrx) ≤ B0

rx

where EX
pkt(Mtx,Mrx) represents the transmitter (X=tx) and receiver (X=rx) energy consumptions

of the MtxxMrx MIMO scheme. The value of αMtx,Mrx represents the number of packets that are

exchanged by the MtxxMrx MIMO scheme during the communication. As a result, by maximizing∑M
Mtx=1

∑M
Mrx=1 αMtx,Mrx , the total lifetime of the system will be maximized. We note that the Opti-

mal Policy works offline and only requires information about the initial energy levels and the energy

consumption for each communication scheme. While the Optimal Policy provides an upper bound

on the performance attainable by different communication policies, solving problem (3.14) can be

computationally intensive as the number of antennas increases. However, when the number of com-

munication schemes is small, like in our case, there are efficient algorithms such as Mixed Integer
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Linear Programming (MILP) algorithm in Matlab to solve this optimization problem.

3.3.2 Online Policy

As the name suggests, the Online Policy works online and chooses the best MIMO scheme to

be used for the communication, at each transmission slot, on-the-fly. In the Online Policy, for a

specific pb and at a fixed transmitter-receiver distance, we compute the lifetime of the system for

all the four antenna modes, and we select different schemes interchangeably. In particular, at each

time slot t, depending on the remaining energy at the transmitter and the receiver, we choose the

scheme M t
txxM t

rx that provides the highest system lifetime, according to Eq. (3.8). The remaining

energy of the system at each time slot is then updated by removing from the energy buffer the energy

consumption of the communication scheme chosen in the previous time slot (i.e., Bt+1
tx = Bt

tx −

Etx
pkt(M

t
tx,M

t
rx) and Bt+1

rx = Bt
rx − Erx

pkt(M
t
tx,M

t
rx)).

We note that, unlike the Optimal Policy which works offline, this policy requires the additional

exchange of the battery levels before each transmission round. However, the Online Policy can be

easily extended to different communication schemes, to a situation in which the nodes are mobile and

to account for additional energy consumptions or energy replenishment techniques, such as energy

harvesting.

3.3.3 RX and TX Policies

In this section, we introduce two communication policies that select the antenna mode to be used

according to either the receiver or the transmitter energy level. The receiver-based policy (RX Policy)

and the transmitter-based policy (TX Policy) consider either the benefits of the receiver or the trans-

mitter, and choose the communication scheme that provides the lowest energy consumption to the

node (which, in turns, provides the best node lifetime).

In the RX Policy, the antenna mode that has the lowest energy consumption (and the highest

lifetime) for the receiver is chosen. The selected antenna mode is fixed throughout the entire com-

munication for a specific receiver-transmitter distance and pb value. The TX Policy, instead, chooses
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the antenna mode that has the lowest energy consumption, thus returning the highest lifetime, for the

transmitter node. We can find the best antenna mode in terms of having the maximum node lifetime

through the RX policy and TX policy using the following equations,

STX = argmax(Mtx,Mrx) L
0
tx(Mtx,Mrx) (3.15)

SRX = argmax(Mtx,Mrx) L
0
rx(Mtx,Mrx) (3.16)

It should be noted that for the TX and RX policies, the antenna mode is fixed over time and depends

only on the transmission distance, BER pb and initial energy levels B0
tx and B0

rx, respectively.

By combining Eq. (3.15) into Eq. (3.8), the lifetime of a system that uses the TX Policy is given

by

LTX = min{L0
tx(STX), L0

rx(STX)}. (3.17)

Similarly, by combining Eq. (3.16) into Eq. (3.8), the lifetime of a system that uses the RX Policy is

given by

LRX = min{L0
tx(SRX), L0

rx(SRX)}. (3.18)

We note that the TX and RX policies aim to maximize the lifetime of the system by maximizing

only the transmitter or receiver lifetime. While the number of antennas to be used for the communi-

cation is fixed between different time slots, by additionally including the nodes’ battery levels in the

selection of the communication schemes, both policies provide longer lifetime to the system when

compared to communication protocols that only rely on the distance between the nodes and target

BER for the selection of the communication scheme.

3.4 Simulation Results

In this section, we study the performance of the policies presented in Section 3.3. For all the

policies, we provide some insight on the achievable lifetime by varying the transmission distance,

BER, and the initial energy in the transmitter and receiver buffer. For all the results of this section, the
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Table 3.1: Simulation Parameters for Evaluating Transmitter-Receiver Trade-off in MIMO Wireless
Network

General Parameters
k 2
fc 2.5 GHz
N 1000 bits
Nf 10 dB
N0 −174 dBm/Hz
B 10 KHz

GtGr 5 dBi
η 0.35

Circuitry Power Consumption
PDAC 7 mW
PADC 7 mW
PMix 30.3 mW
PSyn 50 mW
P tx
F ilt 2.5 mW
P rx
F ilt 2.5 mW

PLNA 20 mW
PIFA 5 mW
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Figure 3.4: System lifetime vs. initial energy ratio at the transmitter and the receiver (d=100 m ,
Pb = 10−5).

system parameters are taken from [74, 75, 76, 77] and listed in Table 5.2 for completeness. Moreover,

we assume that the nodes are equipped with M = 2 antennas and use an orthogonal rate 1 Alamouti

code, which results in dm = 1. Thus, the nodes have the possibility to operate as 2x2 MIMO, 2x1

MISO, 1x2 SIMO, or 1x1 SISO.

In Fig. 3.4, we show the impact of the transmitter and receiver initial energy ratio on the system

lifetime. As expected, the Optimal Policy performs best for all the B0
tx/B

0
rx, followed by the Online

Policy which is able to adapt to the changes in energy levels. The TX Policy and RX Policy, instead,

perform as the optimum schemes for low and high battery ratios, respectively. This is because, as the
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energy availability of the transmitter (receiver) becomes higher, the receiver (transmitter) becomes the

limiting node in the system. Thus, maximizing its lifetime is equivalent to maximizing the lifetime of

the system. We note that, for B0
tx/B

0
rx = 1, the performance gain of the Optimal Policy with respect

to the other policies is much higher than the other policies compared to the other initial energy ratios.

Moreover, the differences between the policies is much more evident for the situation in which the

transmitter and receiver nodes have the same amount of energy. Therefore, in what follows, we fix

B0
tx = B0

rx = 10 J.

Fig. 3.5 shows the performance of the proposed policies for various communication distances

and BER values. As the distance and BER increase, also the system energy consumption increases

(see Figs 3.2 and 3.3), and thus, the number of successful packets that can be exchanged between the

transmitter and the receiver (i.e., system lifetime) consequently decreases. The Optimal Policy always

provides the highest lifetime for the system but, as the communication distance and BER increase,

the other policies attain very close performance. This is because, at high distances and BER, the

transmitter and the receiver consume progressively more energy, thus making either the transmitter or

the receiver the limiting node.

Finally, we compare the total system lifetime attained by a fixed MIMO scheme with the perfor-

mance of the TX Policy and RX Policy. To this end, in Fig. 3.6, we show the total system lifetime as

a function of the transmission distance for a fixed BER (Fig. 3.6(a)), and as a function of the BER

values for a fixed distance (Fig. 3.6(b)). The RX Policy chooses the antenna mode that has the low-

est receiver energy consumption for each distance. Thus, as shown in Fig. 3.2(b) and 3.3(b), one of

the communication schemes with lowest receiver energy consumption (i.e., SISO and MISO) is se-

lected, and the system lifetime is then limited by the transmitter node, which entails a higher energy

consumption. The TX Policy, instead, selects the antenna mode that has lowest transmitter energy

consumption. As illustrated in Fig. 3.2(a) and 3.3(a), this policy selects either SIMO or MIMO at

each distance since these two antenna modes have lower transmitter energy consumption than SISO

and MISO. Moreover, SIMO and MIMO have the same lifetime when distance is less than 250 m.

This is because, in that interval, the total system lifetime is limited by the receiver node that requires

a higher energy consumption for receiving the packets. In addition, Fig. 3.6 shows the impact on
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the system lifetime of accounting for the nodes’ energy levels in the selection of the communication

schemes to be used.

3.5 Conclusions

In this chapter, we analyzed the transmitter-receiver energy trade-off and propose a new energy

balancing model that selects the best communication scheme to be used in a MIMO system, consid-

ering the energy of both the transmitter and the receiver. Starting from the formulation of an optimal

policy, we then propose three heuristic policies that not only rely on the transmitter and receiver energy

consumptions, but also take into account the remaining energy in the nodes’ buffers. Our numerical

results show that the proposed policies outperform in terms of system lifetime a simple policy that

selects a fixed MIMO scheme according to the transmission distances and BER. Moreover, results

show that the heuristic policies perform close to the optimal solution, thus making them suitable for

implementation in a MIMO-based wireless networks.

Another solution to energy conservation is energy harvesting in which the nodes’ energy is pro-

vided through an ambient source such as sun, wind, vibration, etc. Employing both energy harvesting

and the proposed MIMO energy balancing model is even more beneficial in terms of energy conser-

vation. It is also essential to find the most efficient number of antenna in such a system. Modeling

this system can be done through a Markov Decision Process (MDP). In order to solve the MDP, we

can use reinforcement learning to find the optimal transmission policy, which is discussed in detail in

the next chapter.
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Chapter-4

Q-Learning Model For Transmitter-Receiver Energy Bal-
ance

4.1 Introduction

Traditional wireless networks are equipped with battery-operated nodes that have limited capacity

and thus limited lifetime. To solve this issue, employing energy harvesting in these networks is

essential. Wireless networking with energy harvesting is an emerging area that has received much

attention during the past few years. The energy in such networks is provided using ambient sources

such as the sun, wind, or vibration. Moreover, employing multi-antenna or Multiple-Input Multiple-

Output (MIMO) communication in the network results in not only a longer lifetime but also a higher

spectral and energy efficiency in the network.

Energy harvesting networks can be divided into two categories based on knowledge of the energy

arrival process [78]. In the first category, the online energy management framework, the nodes have

the knowledge about the available energy and can make an online decision about the best course of

action to take for reward maximization based on the current state and prior states. This case can be

modeled as a Markov Decision Process (MDP), and an optimal solution can be found through dynamic

programming, or reinforcement learning methods. For example, the MDP model proposed in [79] is

based on finding the optimal power allocation policy for throughput maximization. Similarly, in [80],

the authors model a wireless sensor network equipped with energy harvesting as a MDP in order to

find an optimal transmission policy for communication.

In the second category, the offline energy management framework, however, knowledge of the



CHAPTER 4. Q-LEARNING MODEL FOR TRANSMITTER-RECEIVER ENERGY BALANCE 32

energy harvesting process is assumed to be known ahead of time. Many offline strategies are consid-

ered for throughput maximization, by adapting the transmission rate based on the energy harvesting

distribution[81], the assumed battery imperfections [82], for MIMO channels [83]. Moreover, in [84]

and [85], both online and offline approaches are explored. In this work, the authors formulate both the

data and energy arrivals as a Markov process and solve this MDP using a proposed learning method

based on Q-learning. In [84], the authors studied the maximization of total transmitted data during the

transmitter activation time and they showed that as the learning time goes to infinity, the performance

reaches the optimal value. In [85], an optimal power allocation policy that maximizes the throughput

is the goal of the learning process. Moreover, the state space defined in [85] for the Markov process

depends on the nodes’ energy and thus it is a continuous state space, which is relaxed through a linear

function approximation to handle the infinite number of states. In [86], the authors studied the online

and offline problems with the goal of throughput maximization in a fading channel assuming that the

energy arrival follows a stochastic process. In this case, they used dynamic programming to find an

optimal solution.

In practical situations, however, the exact information of the harvested energy is not known. The

harvested energy varies depending on different factors, such as the weather conditions. For instance,

in a wireless network utilizing solar or wind power, the amount of harvested energy will be different

for sunny, cloudy, or windy days. Thus, we do not have exact information about the harvested energy

in reality unless the energy arrival is highly deterministic. In order to find the best transmission policy

in the situation with unknown harvesting energy arrival, we propose an approach that is based on

reinforcement learning[87].

To the best of our knowledge, no prior work has considered the use of learning approaches in

MIMO communication in order to find the best transmission policy in terms of maximum through-

put by changing the number of antennas of the nodes. In this chapter, we consider a point-to-point

MIMO wireless communication link in which we have two nodes equipped with energy harvesters

and rechargeable batteries. The goal is to maximize the total throughput during a specific time that

the system is running. We model the system using a finite MDP with unknown transmission probabil-

ities and find an optimal transmission policy using Q-learning. We consider four transmitter-receiver
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antenna pairs in the MIMO system, each of which may result in different energy consumption for the

nodes. Based on the energy consumption and the harvested energy arrival, we employ Q-learning to

find the most energy efficient transmission policy.

4.2 Energy Consumption Model

We used the energy consumption model that was explained in Chapter 3. Based on this energy

consumption model, the energy consumption of the transmitter and the receiver for a packet with a

size of m bits are:

EMtx×Mrx
tx (t) =

Ptx m

Rb

, EMtx×Mrx
rx (t) =

Prx m

Rb

, (4.1)

where Ptx = P tx
C (Mtx) + PPA(Mtx,Mrx) and Prx = P rx

C (Mrx) are the total energy consumption for

the transmitter and the receiver, respectively.

We consider an energy harvesting system in which the nodes know the distribution of the harvested

energy. However, they don’t know the exact value of the incoming harvested energy in the future time

slots. If we assume that the remaining energy of the transmitter node and the receiver node at time

t are Btx(t) and Brx(t), and the amount of harvested energy for the nodes are Htx(t) and Hrx(t),

which follow a uniform distribution, the remaining energy at slot t is BX(t) = BX(t− 1) +HX(t)−

EMtx×Mrx
X (t) for the transmitter (X = tx) and the receiver (X = rx). Thus, at time t we can define

the number of packet that can be sent (Ntx(t)) and received (Nrx(t)) at the transmitter and the receiver,

respectively, as

Ntx(t) =
Btx(t)

EMtx×Mrx
tx (t)× 1

1−ppkt

Nrx(t) =
Brx(t)

EMtx×Mrx
rx (t)× 1

1−ppkt

,

(4.2)

where 0 ≤ t ≤ Ts, Ts is the total run time of the network, Mtx and Mrx are the number of antennas

at the transmitter and the receiver nodes, respectively, and ppkt is the packet’s probability of error.
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Therefore, the maximum number of packets that can be successfully received by the receiver is given

by N(t) = min{Ntx(t), Nrx(t)}.

While the network is running, the nodes receive harvested energy at every time slot t. When

a node runs out of energy, it stops sending/receiving packets and start recharging its battery using

the harvested energy until the battery is charged enough for the communication. Assuming that at

most one packet is sent at time slot t, our goal is to maximize the throughput of the communication

systemR, which is defined as the total number of packets that are successfully received in the network

runtime Ts:

R = max
π

min

{
Ntx(Ts)

Ts
,
Nrx(Ts)

Ts

}
, (4.3)

where π is a particular policy that contains the sequence of (Mtx,Mrx) for all the time slots t =

0, . . . , Ts.

4.3 Offline Optimal Policy with Energy Harvesting

In the offline energy management framework, the nodes have perfect knowledge of the energy

harvesting process, and hence can select the communication scheme (SISO, SIMO, MIMO or MISO)

for each transmission in an optimal way. The formulation is the same as Eq. 3.14 with the addition

of energy harvesting. The total number of packets that can be received successfully using an offline

optimal policy can be found as

max
∑M

Mtx=1

∑M
Mrx=1 αMtx,Mrx (4.4)

s.t. ∑M
Mtx=1

∑M
Mrx=1 αMtx,MrxE

tx
PKT ≤ B0

tx +HTs
tx∑M

Mtx=1

∑M
Mrx=1 αMtx,MrxE

rx
PKT ≤ B0

rx +HTs
tx

where Ts is the total duration that the network is running. HTs
X represents the total harvested energy

by the transmitter (X=tx) and the receiver (X=rx) until time Ts, and EX
PKT(Mtx,Mrx) represents the

transmitter (X=tx) and the receiver (X=rx) energy consumptions of the MtxxMrx MIMO scheme
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when the data packet is successfully transmitted. The value of αMtx,Mrx represents the number of

packets that are exchanged by the Mtx ×Mrx MIMO scheme during the communication. As a re-

sult, by maximizing
∑M

Mtx=1

∑M
Mrx=1 αMtx,Mrx , the number of received packets and thus the system

throughput will be maximized.

This optimal policy works offline and requires information about the initial energy levels, the total

harvested energy from the initial time until Ts, and the energy consumption for each communication

scheme. Although the offline optimal policy is not reachable in practice, it provides an upper bound

on the performance attainable by different communication policies. Moreover, since the number of

communication schemes is small in our case, Mixed Integer Linear Programming (MILP) algorithms

can efficiently solve the problem in a small amount of time.

4.4 Markov Process Model for MIMO Communication with En-
ergy Harvesting

We model the system with a finite-state continuous-time MDP, represented by the quadruplet

〈S,A,P(s, a, s′),R(s, a, r)〉, where S is the set of states, A is the set of actions, P(s, a, s′) defines

the probability of going from a state s to a state s′ when taking action a, andR(s, a, r) represents the

reward r of selecting action a at state s. The set of states and the reward function are defined below.

In order to find the throughput in Eq. (4.3), we need to know the relationship between Btx(t)
Etx(t)

and Brx(t)
Erx(t)

for all four MIMO schemes to figure out which one maximizes the throughput. Thus,

the set of states S contains the energy intervals that the fraction Brx
Btx

falls into and the set of actions

A = {a1, a2, a3, a4} = {SISO, MISO, SIMO, MIMO}, which are different numbers of antenna pairs

for the transmitter and the receiver.

As stated in [9], the power consumption of the receiver node depends only on the number of

antennas and thus PMIMO
rx (t) = P SIMO

rx (t) and P SISO
rx (t) = PMISO

rx (t). Thus, we have

Brx(t)

Erx(t)
≶
Btx(t)

Etx(t)
⇔ Brx(t)

Btx(t)
≶
Erx(t)

Etx(t)
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where

Erx(t)

Etx(t)
=
{P SISO

rx (t), PMISO
rx (t), P SIMO

rx (t), PMIMO
rx (t)}

{P SISO
tx (t), PMISO

tx (t), P SIMO
tx (t), PMIMO

tx (t)}
(4.5)

Thus, in general we have 16 cases in terms of transmitter-receiver power consumption ratios that

equal Erx(t)
Etx(t)

, which can be reduced to 8 since P SISO
rx (t) = PMISO

rx (t) and PMIMO
rx (t) = P SIMO

rx (t).

Therefore,

Erx(t)

Etx(t)
=
Eai
rx(t)

E
a′j
tx (t)

(4.6)

where ai, a′j ∈ A and i = {1, 3} and j = {1, 2, 3, 4}.

As stated in [9], for a specific distance and bit-error-rate (BER), the value of Erx(t) and Etx(t) are

known. Thus, Brx(t)
Btx(t)

∈
[
E
ai
rx(t)

E
a′
j
tx (t)

, E
bi
rx(t)

E
b′
j
tx (t)

]
where ai, a′j, bi, b

′
j ∈ A and i = 1, 3 and j = 1, 2, 3, 4.

We define the state space as S as S = {sk, s10}, where sk =

[
E
ai
rx(t)

E
a′
j
tx (t)

, E
bi
rx(t)

E
b′
j
tx (t)

]
with k = {1, 2, ..., 9},

and s10 = {Brx(t) = 0 and/or Btx(t) = 0}. Thus, the system state space has ten states, nine states

regarding the energy fraction intervals according obtained from Eq. (4.5) and one state where at least

one of the nodes runs out of energy.

Moreover, the reward function R is a function of the remaining energy, energy consumption, and

the distance between the nodes:

R(si, ai) =


1

E
ai
tx (t)

+ 1
E
ai
rx(t)

si 6= s10

0 si = s10

(4.7)

where R is the system throughput, and Eai
rx(t) and Eai

tx(t) are the receiver and the transmitter power

consumptions when action ai ∈ A is taken at state si ∈ S. Moreover, we tested other reward functions

such as

1. R(si, ai) =


−100 si = s10

0 si 6= s10
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2. R(si, ai) =


−(Eai

tx(t) + Eai
rx(t)) si = s10

0 si 6= s10

However, we choose the reward function in Eq. (4.7) which gives better results compared to the

others.

4.5 Reinforcement Learning for MIMO Energy Harvesting MDP
Model

Since the transition probabilities are not known in the MDP defined in the previous section, in

order to find an optimal action-selection policy, we may use the Q-learning algorithm with three

different action selection approaches. The first approach is a greedy approach in which the action

with the maximum Q-value is considered at each state. The second approach is to employ Softmax

action selection, in which an exploration versus exploitation tradeoff is explored and the action is

chosen based on a probability in order to maximize the long-term reward. To take advantage of both

action selection policies, we additionally consider a third adaptive approach that is a combination of

the greedy and Softmax policies.

The updating rule for the Q-values for an action selection policy π is as follows:

Qπ(si, ai) =(1− α)Qπ(si, ai)+

α[Ri(si, ai) + γmax
a
Qπ(si+1, a)]

(4.8)

where 0 ≤ α ≤ 1 is the learning rate, 0 ≤ γ ≤ 1 is the discount factor, andRi(si, ai) is the reward at

state si when taking the action ai.

The optimal policy π∗ can be found via Value Iteration. In particular, in every learning iteration,

the Q-learning algorithm observes the current state si ∈ S and select the best action ai ∈ A. After

applying action ai, the algorithm observes the next state si+1 ∈ S and the immediate reward value

Ri(si, ai). Finally, Qπ(si, ai) is updated according to Eq. (4.8). It can be shown that iterating this

process for a sufficiently large number of learning iteration, the Q-Learning algorithm converges and
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returns the optimal policy π∗.

4.5.1 Greedy Action Selection Policy

Acting greedily forQπ(si, ai) when the number of states is finite may result in reaching the optimal

policy π∗. In a given state si, the greedy action selection policy selects the action that achieves the

maximum Qπ(si, ai). In other words, it selects the ai that leads to the highest immediate reward Ri.

The problem with the greedy policy is that it is greedy only according to the states that it explored

and the energy that it is consumed, which leads to some certain remaining energy intervals of Brx(t)
Btx(t)

.

Thus, it does not have the chance to explore other remaining energy values, which leads to unexplored

remaining energy intervals. One solution is to use the ε-greedy policy in which, with a probability

1− ε, it acts greedily and chooses the action that maximizes the Q-value. Otherwise, a random action

is selected from A with a probability of ε. However, in the ε-greedy policy, a drawback is that it

selects equally among the all actions at the time of exploration. Thus, the probability of choosing the

best action is the same as the worst action.

4.5.2 Softmax Action Selection Policy

To overcome the problem in the ε-greedy policy, Softmax action selection can be employed to

find the optimal policy π∗(τ, s, a) using an exploration versus exploitation tradeoff [87] with different

probabilities for the action selection. In this case, the action ai at state si is chosen with probability

p(si, ai) based on the Boltzmann distribution:

p(si, ai) =
e
Q(si,ai)

τ

4∑
j=1

e
Q(si,aj)

τ

(4.9)

where τ > 0 is a parameter called temperature. With high temperatures, all actions are equiprobable

while with low temperatures, the Softmax action selection policy becomes the same as the greedy

policy.
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4.5.3 Adaptive Action Selection Policy

The third action selection policy is an adaptive action selection policy, which is given by a com-

bination of both the Softmax and the greedy action selection policies described above. During the

exploration phase, when the iteration is below a certain value in the learning process, the action a is

chosen based on the Softmax policy from Eq. (4.9). After exploring all of the environment, when

the Q-table is set, we switch to the exploitation phase in which the action is selected according to the

greedy policy. Therefore, the adaptive action selection policy is as follows[88]:

π(δ, τ, s, a) =


Softmax policy π(τ, s, a) ∆ ≤ δ

according to Eq. (4.9)

argmaxa∈AQ(s, a) Otherwise

(4.10)

where ∆ is a uniform random number drawn at each time step, and 0 ≤ δ ≤ 1.

4.6 Simulation Results

In this section, we evaluate the performance of the proposed learning algorithm for MIMO energy

harvesting systems presented in Section 4.5, and compare it with other available methods. We assume

a Rayleigh fading wireless channel with a channel data rate of Rb = 1 Mbps, and an average path

loss that falls off with the square of distance (d2). The simulation parameters are listed in Table 5.2.

We use the circuitry power consumption employed in [9]. We use Matlab to simulate the different

options, and the results are averaged over 50 runs.

The nodes can operate in four different antenna modes: 2×2 MIMO, 2×1 MISO, 1×2 SIMO,

or 1×1 SISO and they start their communication as soon as their remaining energy is greater than

or equal to the minimum required energy threshold (as listed in Table 5.2). We assume that the

harvesting process follows a uniform distribution U [0, HMax] for both nodes and their harvesting

processes are either the same or correlated (harvested energy of the receiver is a multiplication of

that of the transmitter). In the following figures, we consider two cases: the first one is when both

nodes’ harvesting processes follow a uniform distribution and have the same harvested energy at
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Table 4.1: Simulation Parameters for Evaluating QLearning Algorithm in MIMO Wireless Network
with Energy Harvesting.

General Parameters
n (Path loss exponent) 2
W (Constellation size) 2

m (Packet Size) 2064 bytes
N0 −174 dBm/Hz
GtGr 5 dBi
Ml 10dB
Nf 10 dB
η 0.35

Distance 250 m
Harvested Energy U[0,0.004]J

Maximum Harvested Energy(HMax) 0.004 J
Initial Energy of the [Transmitter, Receiver] Nodes [3,1] J

Minimum Required Energy at the [Transmitter, Receiver] Nodes [1,2] J

Q-Learning Parameters
δ 0.01

Discount Factor (γ) 0.7
Learning Rate (α) 0.7
Temperature (τ) 500

Learning Iterations (k) 1440× 3000
Time Frame one day = 1440 time slots

Circuitry Power Consumption
PDAC 7 mW
PADC 7 mW
PMix 30.3 mW
PSyn 50 mW
P tx
F ilt 2.5 mW
P rx
F ilt 2.5 mW

PLNA 20 mW
PIFA 5 mW
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each time slot (Hrx = Htx). The second one is when both nodes’ harvesting processes follow a

uniform distribution but the value of the harvested energy of the nodes are different but correlated

(e.g., Hrx = 0.8 × Htx). In the most of the results, we employed the first type of the harvester (in

which both nodes harvests the same amount of energy) unless noted otherwise.

Moreover, we compare the performance of the proposed protocol with the following policies;

• Online Policy: the nodes choose their number of antennas on-the-fly and based on the incoming

harvested energy and their current remaining energy. At each time slot, the nodes choose the

number of antennas such that the throughput is maximized by solving Eq. (4.3).

• Offline Optimal Policy: the nodes know the total harvested energy in the future and have per-

fect knowledge of the remaining energy and energy arrivals. Having perfect knowledge of the

energy, according to Eq. (4.4), the nodes select the optimal number of antennas for all the slots

of the entire network lifetime.
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Figure 4.1: System throughput versus the communication distance.

We analyze the proposed algorithm in terms of various distances, initial energies of the nodes,

and network running time (i.e., time frame Ts in Eq. (4.3)), and energy consumption for different
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harvesting processes. Moreover, each time frame consists of a number of time slots in which the

nodes can transmit/receive at most one packet. Each time slot equals to one minute.

In Figure 4.1, the throughput is measured and compared with the online policy as a function of

the distance between the nodes. As distance grows, the transmit energy consumption grows, which

results in having fewer packets received and thus having lower throughput. The Optimal Offline

Policy provides an upper bound for the maximum throughput, but this is not necessarily achievable in

practice. The throughput of the proposed Q-learning approach is better than that of the online policy

especially for large distances due to the learning process in which the Q-values are updated based not

only on the energy consumption of the different schemes, but also based on the incoming harvested

energy.

In Figure 4.2, the total energy consumption of the transmitter and the receiver is shown as a func-

tion of the communication distance. Since the number of packets and therefore the throughput is

higher for large distances for the Q-learning compared to the online policy, the total energy consump-

tion for Q-learning is also higher. However, for small distances the throughput of the online policy is

slightly higher than the Q-learning (see Figure 4.1) which results in having higher energy consump-

tion for the online policy. In Figure 4.3, we change the network running time Ts and measure the
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Figure 4.2: Total system energy consumption versus the communication distance.
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throughput for the proposed method. Since the maximum time frame is 2 days (2× 1440 time slots),

we assumed that the number of learning iterations is 2× 1440× 3000 ≈ 8× 106. As expected, as the

size of the time frame gets larger, the number of received packets and thus the throughput increases

as well.
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Figure 4.3: System throughput versus the time frame (days).

In Figure 4.4, the system throughput is demonstrated versus different values of initial energy of

the nodes. With higher initial energy of the nodes, the lifetime of the network and thus the throughput

gets larger. Figure 4.5 shows a comparison of the network throughput of the Q-learning, online

policy, and offline optimal policy approaches. As we increase the number of learning iterations, the

Q-learning algorithm improves the Q-table by the knowledge it learned from the environment. Since

we assumed that the distribution of the harvested energy is known, we learn the optimal Q-table in an

offline manner for each time frame. Moreover, before the nodes start sending packets in a time frame,

the Q-learning algorithm learns the optimal Q-table for the incoming time frame.

In Figure 4.5, it is assumed that the time frame is one day and the trend of the Q-learning is

shown as the number of (offline) learning iterations grows. With a high learning rate (α = 0.7) the

Q-learning converges faster than with a low learning rate (α = 0.01) since with higher learning rates,
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Figure 4.4: System throughput versus the initial energy of the nodes.
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Figure 4.5: System throughput for one day versus the number of learning iterations.

the algorithm gives more credit to the newly acquired rewards than the previous ones. After around

103 learning iterations, the Q-learning and the online policy cross each other and when the number of

iterations is larger than this value, the Q-learning converges to a value near the optimal policy.
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4.7 Conclusions

In this chapter, we introduce a new framework for throughput maximization for MIMO wire-

less links with energy harvesting. We model the problem as an MDP and find the solution using

Q-learning. Our proposed solution achieves higher throughput for various distances, various initial

energies of the nodes, different harvesting processes, and in different network operating times com-

pared to an online policy. We also compared the proposed learning algorithm with an Optimal Offline

policy, and we observe that our proposed algorithm converges to the Optimal Policy, especially for

large distances, and various network time frames and the nodes’ initial energy.

In order to make the situation more realistic, the network should be extended from two nodes

to a network with more nodes. By having more nodes in the network, the problem becomes more

complicated since more parameters will be added to the framework, such as the most energy efficient

routing path, and the best scheduling data transmission algorithm between a node and its neighbors.

In the next chapter, we propose an energy efficient protocol called MAC-LEAP that is designed for

MIMO wireless networks with at least two nodes.
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Chapter-5

MAC-LEAP: Multi-Antenna, Cross Layer, Energy Adap-
tive Protocol

5.1 Introduction

With the continuous development of wireless networks, energy conservation and energy efficiency

are becoming key factors in improving the network lifetime. In multi-antenna wireless networks, the

energy conservation problem can be addressed using the trade-off between the transmit power and the

circuit energy consumption. In this chapter, we propose a cross layer protocol, MAC-LEAP, which

selects the best transmission policy based on Multiple-Input Multiple-Output (MIMO) in both single-

hop and multi-hop wireless networks. Various data transmission algorithms are presented in which

many factors are considered in order to find the best transmission policy between each pair of nodes.

An RTS/CTS handshake is used to exchange the required information to select the best transmision

policy prior to data transmission. Moreover, we introduce a MIMO-based framework in Network

Simulator 3 (ns-3) in which the wireless nodes may be equipped with more than one antenna. Using

extensive simulations in ns-3, we compare the performance of MAC-LEAP with traditional protocols

in terms of the network lifetime and the number of received packets. The simulation results show

that MAC-LEAP outperforms the traditional protocols in both single-hop and multi-hop networks for

various transmission distances and target Bit-Error-Rates (BER).

Multi-Antenna, Cross Layer, Energy Adaptive Protocol (MAC-LEAP) is an energy efficient cross

layer protocol designed for MIMO-based wireless networks that employs dynamic antenna selection

to use the most energy efficient approach for data transmission. MAC-LEAP dynamically adjusts
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the number of transmitter and receiver antennas to use for the communication on a per-packet ba-

sis, based on the current remaining energy of the nodes, their distance, BER requirements, and other

physical layer parameters. Based on a standard CSMA/CA protocol, MAC-LEAP utilizes RTS and

CTS packets to provide collision avoidance. Information regarding the transmitter location and cur-

rent energy, which is required for the dynamic antenna selection, is included in the RTS packet. Using

this information, MAC-LEAP runs a dynamic antenna selection algorithm at the receiver to find the

most energy efficient MIMO scheme that provides the highest link lifetime. The receiver piggybacks

this information onto the CTS packet so that both nodes know what MIMO scheme to use for the

subsequent data transmission.

Unlike traditional protocols that use a fixed number of antennas for a specific distance and target

BER, MAC-LEAP adapts the MIMO scheme to be used for the communication according to the

current remaining energy levels of both the transmitter and receiver nodes. The specific contributions

of this chapter are:

• The dynamic antenna selection policies proposed in Chapter 3 are integrated in a cross layer

protocol, MAC-LEAP, which selects the best set of antennas on a per-packet basis for the com-

munication for both single-hop and multi-hop networks. The protocol selects the most energy-

efficient MIMO scheme for both the transmitter and the receiver and uses the RTS/CTS hand-

shake to transfer some information required by the dynamic antenna selection policy prior to

the data transmission.

• We introduce a MIMO-based framework for wireless communication into Network Simulator

3 (ns-3), which, to the best of our knowledge, has not been implemented before. Based on this

framework, wireless nodes in the ns-3 simulator may use more than one antenna for MIMO

communication.
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Figure 5.1: An example of how MAC-LEAP works in a single communication link when (a) the

transmitter’s energy is higher, and (b) the receiver’s energy is higher.

5.2 Protocol Overview

As shown in Figs. 3.2 and 3.3, depending on the distance and BER, the transmitter energy con-

sumption of SISO, MISO, SIMO, and MIMO are different while the receiver energy consumption

depends only on the number of receiver antennas, and hence it is constant over various distances and

BERs. Based on the communication distance and the number of antennas, one of these four MIMO

schemes is the most energy efficient to use.

Consider the sample scenario shown in Fig. 5.1 in which we have two nodes with a distance of

150 meters. The traditional methods choose the MIMO scheme with the least energy consumption

and send the packets with the same scheme during the communication until one of the nodes runs out

of energy. In MAC-LEAP, however, there is also another factor that plays an important role in making

the decision for the number of antennas; the nodes’ remaining energy. Based on the remaining energy

of the nodes, the most energy efficient MIMO scheme is selected for the communityunication, and

this MIMO scheme will be changed according to the nodes’ remaining energy over time.
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In the example shown in Fig. 5.1, MAC-LEAP uses MISO and SIMO interchangeably depending

on several factors including the nodes’ remaining energy. When the receiver has much lower remain-

ing energy than the transmitter, MAC-LEAP chooses MISO (Fig. 5.1(a)) while when the transmitter

has lower remaining energy than the receiver, SIMO is chosen (Fig. 5.1(b)). Using MISO, the receiver

consumes less energy since it employs only one antenna, but the transmitter consumes more energy

compared to the SIMO scheme. By employing dynamic antenna selection for energy adaptation in

MAC-LEAP, a balance is provided between the transmitter and the receiver energy consumption,

which increases the system lifetime.

5.3 Protocol Description

To minimize collisions among the transmitted packets in the network, we use channel sensing

in the MAC layer. Based on the IEEE 802.11 Carrier Sense Multiple Access/Collision Avoidance

(CSMA/CA), the transmitter node requests the channel before sending data by transmitting a Request-

To-Send (RTS) packet to the receiver. If the RTS is correctly received, the receiver node replies

by sending a Clear-To-Send (CTS) packet back to the sender. By receiving the CTS packet, the

transmitter realizes that the channel is free and the data packet will be sent. Finally after receiving the

data packet, the receiver sends back an ACK packet.

(a)

(b)

Figure 5.2: The fields and the size (in bytes) of (a) the RTS packet, and (b) the CTS packet in the

MAC-LEAP protocol.
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Figure 5.3: An example of how MAC-LEAP works in a single communication link.

Since the energy consumption model described in Section 3 is used to calculate the best number

of antennas for data transmission, it requires knowledge of the nodes’ distance and remaining energy.

This information is transferred among the nodes using the MAC layer. For a specific communication

link, the receiver is responsible for finding the most efficient MIMO scheme. Thus, the transmitter

must send its information to the receiver before the data transmission. The required information is

passed through the RTS packet to the destination. Finding the MIMO scheme at the receiver side, the

transmitter is notified about the number of antennas for data transmission through the CTS packet.

The fields for the RTS and the CTS packets in MAC-LEAP are shown in Fig. 5.2.

In MAC-LEAP each node is equipped with a non-rechargeable energy source (e.g., a battery).

As demonstrated in Fig. 5.3, the transmitter node sends its remaining energy as well as its location

in the RTS packet; the receiver node retrieves its own remaining energy from the energy source and

calculates the distance between the nodes. Using this calculated distance and the remaining energy

of both nodes, the node selects the MIMO scheme to use for data communication according to one of

the policies described in Section 3.3, and sends this information to the transmitter through the CTS

packet. Then, the data packet is transmitted by the sender using the selected MIMO scheme.

Moreover, a sleeping strategy is also implemented in MAC-LEAP, which results in reducing the

energy consumption of the nodes during their idle listening. During the idle listening state, the nodes

are active but either they are not transmitting or receiving packets, or they may receive some packets

that are destined for another node. Therefore, if a node receives an RTS or CTS packet destined for

another node, the node sets its Network Allocation Vector (NAV) and switches into the sleep mode

for the duration of the NAV to save energy.
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5.4 Ns-3 Implementation

Ns-3 is a popular network simulator [89]. However, ns-3 does not support multi-antenna for

wireless communications. In this work, we extend the ns-3 WiFi, wireless channel and energy models

to support MIMO communications. In Fig. 5.4, we present the proposed ns-3 extensions, where the

modules developed to support MIMO communication are highlighted with dashed red lines. Some of

the ns-3 modules that are employed in this work are described below.

Energy Source

Device Energy Model

Basic Energy Source

Wifi Radio Energy Model

MIMO Energy Model

Amount of energy
to remove

Remaining 
energy

WiFi Phy

Mac Low

Yans WiFi Phy

Sleeping Strategy Model

Selected MIMO
Scheme

Remaining 
energy

MIMO Scheme 
Selection Model

Selected MIMO 
Scheme

MIMO Model

Figure 5.4: Wireless MIMO framework in ns-3.

• Energy Source: This module stores the energy of the node, decreases the amount of consumed

energy from the remaining energy, and notifies the node about its current energy. It also notifies

the node if the energy sources is drained or recharged. Different implementations of energy

source, such as a basic energy source, lithium ion battery, or RV battery, are provided with ns-3.

• Device Energy Model: This module describes the energy that is required to power a particular

device. In this module, the energy consumption is calculated based on the current state of the

device. It is connected to the Energy Source in order to decrease the Energy Source’s residual
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energy. The energy consumption of the wireless communication is implemented in ns-3 by the

WiFi Radio Energy Model. This model is designed for a WiFi radio device and calculates the

energy consumption based on the different radio states such as idle, sleep, busy, transmission,

reception, etc. Since the WiFi Radio Energy Model does not support multi-antenna commu-

nication, we designed a new energy model called MIMO Energy Model in which the energy

consumption of the MIMO device is calculated based on its state of operation, the number of

antennas used for the communication, and the energy consumption model presented in Sec-

tion 3.2.

• Mac Low: The MAC layer is implemented in the Mac Low module. This is based on an

RTS/CTS handshake in the CSMA/CA protocol. MAC-LEAP selects the most efficient number

of antennas based on the content of the RTS and CTS packets, and also the remaining energy

that it obtained from the Device Energy Model. Mac Low notifies the physical layer regarding

the chosen number of antennas. Moreover, in order to reduce the nodes’ energy consumptions,

we added a sleeping strategy inside the MAC layer that puts the nodes into a sleeping state

for the duration of the Network Allocation Vector (NAV), if they receive a packet that is not

destined to them.

• WiFi Phy: This module includes the physical layer, which receives or sends the packets to the

wireless channel. The current physical layer model in ns-3 used for wireless communication is

the YansWiFiPhy. By receiving the number of antennas from the MAC layer, the physical layer

is responsible of transmitting the packets to the channel, using the link model of the selected

MIMO scheme.

5.5 MAC-LEAP Simulation Results

In this section, we evaluate the performance of MAC-LEAP using the different policies described

in Section 3.3 and under various settings. We assume a Rayleigh fading wireless channel with an

average path loss that falls off with square of distance (d2). The initial parameters for the simulation
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Table 5.1: Simulation parameters

General Parameters
k 2
fc 5.15 GHz
N 2000 bytes
Nf 10 dB
N0 −174 dBm/Hz

Gt = Gr 2 dB
η 0.35
Ml 10dB

Circuitry Power Consumption
PDAC 7 mW
PADC 7 mW
PMix 30.3 mW
PSyn 50 mW
P tx
F ilt 2.5 mW
P rx
F ilt 2.5 mW

PLNA 20 mW
PIFA 5 mW

WiFi Parameters
WiFi Node’s Range 250 m
Fixed MIMO Scheme MISO
Number of Nodes 9
Initial Energy 5 J
Minimum Required Energy 0.1 J
Rb 1Mbps
Rg 50kbps
B 22MHz

setting are listed in Table 5.2. We use the circuitry power consumption employed in [74, 75, 76, 77]

and set the channel data rate Rb to 1 Mbps, the data generation rate at the transmitter node Rg to 50

kbps, the channel bandwidth B to 22MHz, and the link margin Ml, which is a parameter related to the

hardware, to 10 dB. When utilizing the sleeping technique, the energy consumption during the Idle,

Busy and Switching states are zero. We use the ns-3 network simulator with the changes described in

Section 5.4, and the results are averaged over 150 runs, unless noted otherwise.

The nodes have the possibility to operate as 2×2 MIMO, 2×1 MISO, 1×2 SIMO, or 1×1 SISO.

For sending RTS, CTS, and ACK packets, the nodes use a fixed MIMO scheme with a fixed number of

antennas, while for sending the DATA packets, depending on the policy selected in MAC-LEAP, the

most efficient MIMO scheme is used for the communication. Since the receiver node is not aware of

the most efficient MIMO scheme before receiving the RTS packet from the transmitter, we consider

as the default number of antennas for the receiver in the fixed scheme to be one. The transmitter,

however, uses two antennas for the non-data packets as the default value. Thus, the default multi-
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antenna scheme for non-data (control) packets is assumed to be MISO, unless noted otherwise.

Moreover, the maximum WiFi range for each node is fixed to 250 meters, and MAC-LEAP sends

the control packets (RTS, CTS, and ACK) with the highest transmit power in order to be received by

all nodes in their communication range.

In the following subsections, we first analyze the performance of MAC-LEAP for a single com-

munication link (two nodes), and then for different network topologies, which consider both single

and multi-hop communications. The comparison is made among MAC-LEAP using the online policy,

RX policy, and TX policy, the protocols in which a fixed number of antennas is used in all situations

(MIMO, MISO, SIMO, and SISO) [46, 68], and the E-Basic protocol presented in [53]. In addition,

we compare the performance of MAC-LEAP with a revised version of E-Basic and a revised fixed

scheme (e.g., MISO with sleeping strategy), which include the same sleeping strategy adopted by

MAC-LEAP.

For all the results presented in this section, we evaluate the network lifetime, the total received

packets, and the network throughput. We define the network lifetime as the simulation time when the

first node runs out of energy in the network, the number of received packets as the total number of

packets that are successfully received by all nodes in the network, and the network throughput as:

Thr =
Packetrecv ×N

T
(5.1)

where Packetrecv is the total number of successfully received packets by all nodes in the network, N

is the data packet size, and T is the time when the last packet is received in the network.

5.5.1 Single Communication Link

In this section, we consider two nodes that are connected through a wireless communication link.

Assuming that both nodes have the same initial energy of 5 J, we evaluate the performance of MAC-

LEAP in terms of the number of received packets and network lifetime for various distances and target

BERs.



CHAPTER 5. MAC-LEAP: MULTI-ANTENNA, CROSS LAYER, ENERGY ADAPTIVE PROTOCOL 55

N
u
m

b
e
r 

o
f 
R

e
c
e
iv

e
d
 P

a
c
k
e
ts

Distance (m)

0 50 100 150 200 250

(a) Control Packets Scheme = MISO

0

500

1000

1500

2000

MAC-LEAP (Online Policy)

MISO

0 50 100 150 200 250

(b) Control Packets Scheme = SIMO

0

500

1000

1500

2000

MAC-LEAP (Online Policy)

SIMO

0 50 100 150 200 250

(c) Control Packets Scheme = MIMO

0

500

1000

1500

2000

MAC-LEAP (Online Policy)

MIMO

0 50 100 150 200 250

(d) Control Packets Scheme = SISO

0

500

1000

1500

2000 MAC-LEAP (Online Policy)

SISO

Figure 5.5: Number of received packets versus distance for four different fixed schemes used for

sending control packets in a single communication link: (a) MISO, (b) SIMO, (c) MIMO, and (d)

SISO (Target BER= 10−5).
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Figure 5.6: Number of received packets versus (a) target BER and (b) distance in a single communi-

cation link with two nodes.

In Fig. 5.5, we show the performance of MAC-LEAP (Online Policy), and the four fixed schemes

(i.e., the nodes always use either SISO, SIMO, MISO, or MIMO for communication). In Fig. 5.5(a),

for instance, MAC-LEAP is compared with the case when the nodes communicate using MISO.

Moreover, in this figure, MAC-LEAP uses MISO as the scheme for control packets as well. In all
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four cases, MAC-LEAP (Online Policy) performs much better than the fixed schemes in terms of

number of received packets.
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Figure 5.7: Trade-off point between TX and RX policies versus link margin in a single communication

link with two nodes.

Fig. 5.6(a) shows the number of received packets versus target BER for the single communication

link for the different comparison approaches. As the target BER increases, the energy per bit (Eb)

decreases, which results in having a higher number of received packets. However, when the target

BER is larger than 10−5, the number of packets drops due to the high probability of error in the

channel.
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Figure 5.8: Network lifetime versus (a) target BER and (b) distance in a single communication link

with two nodes.

As illustrated in Fig. 5.6(b), the total number of packets delivered by MAC-LEAP (Online Policy)

in a single communication link is very close to the performance of the optimal policy. Moreover,

MAC-LEAP (Online Policy) outperforms both the E-Basic protocol and the fixed MISO scheme.

As the communication distance increases, since the energy consumption of the transmitter is higher,

the number of sent packets and thus the number of received packets drops. Moreover, for distances
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smaller than 100 m, the RX policy is a better option for MAC-LEAP compared to the TX policy since

the transmission power is relatively low. However, for larger distances (d>100 m), the TX policy

performs better than the RX policy since the transmitter has a much higher energy consumption. We

note that the trade-off between the TX and RX policies depends on the link margin (Ml). Although the

link margin is a parameter that depends on the hardware, the point at which the TX and RX policies

cross each other decreases as the link margin increases, as shown in Fig. 5.7.

When considering the network lifetime, which is shown in Fig. 5.8, employing the Online Policy in

MAC-LEAP results in a higher network lifetime due to the perfect energy balance it provides between

the nodes, thereby preventing a node from running out of energy while the other one has energy in the

buffer. E-Basic follows the best lifetime between the RX policy and TX policy. Similarly, as shown

in Fig. 5.6(b), the drop in Fig. 5.8(b) is due to the high transmit power consumption required when

transmitting data over long distances. The network lifetime shown in Fig. 5.8(a) follows as for the

results described in Fig. 5.6(a).

5.5.2 Binary Tree Network with Single-hop Communication

d

d

Figure 5.9: Binary Tree network topology with height of every level equal to distance d.

In this section we analyze the performance of a Binary Tree network. This network has 9 nodes,

organized according to the topology shown in Fig. 5.9. All nodes may transmit or receive the packets
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to/from other nodes in their WIFI range In what follows, we analyze the performance of MAC-LEAP

when all nodes have the same initial energy of 5 J, and when initial energy of each node follows a

random variable, uniformly distributed in [1, 5] J.
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Figure 5.10: Number of received packets versus (a) target BER and (b) distance in a Binary Tree

network with 9 nodes having equal initial energy of 5 J.
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Binary Tree Network with Single-hop Communication with Equal Energy Distribution

In this section we assume that all nodes in the Binary Tree network have the same initial energy of

5 J. As shown in Fig. 5.10(b), the number of received packets in MAC-LEAP (Online policy) is much

higher than E-Basic (with sleep strategy), especially when the distance is less than or equal to 100 m.

The maximum difference between these two protocols occurs at d = 100 m, where MAC-LEAP is

able to deliver 17% more packets than E-Basic (Sleep strategy). Moreover, in the mid-BERs, MAC-

LEAP (Online policy) shows better performance than the other protocols according to Fig. 5.10(a).

As expected, the original E-Basic protocol and MISO are able to deliver a much lower number of

packets compared to MAC-LEAP, especially for distances lower than 150 m and target BER less than

10−4.
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Figure 5.11: Network lifetime versus (a) target BER and (b) distance in a Binary Tree network with 9

nodes having equal initial energy of 5J.

As shown in Fig. 5.11, MAC-LEAP (Online policy) clearly provides better lifetime for the net-

work, and its gain is more significant for mid-distances and mid-BERs. Unlike MAC-LEAP, original

E-Basic and original MISO have much lower lifetime since they do not include the sleeping strategy

to limit the nodes’ energy consumption when idle listening.

According to the comparison made in Fig. 5.12 between MAC-LEAP and the fixed schemes,
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Figure 5.12: Number of received packets versus distance with four different fixed schemes used for
control packets (a) MISO, (b) SIMO, (c) MIMO, and (d) SISO in a Binary Tree network (target BER=
10−5) with nodes having equal initial energy of 5J.

MAC-LEAP achieves a higher number of received packets compared to others. The maximum gain

over all distances in terms of number of received packets for MAC-LEAP is 34%, 32%, 22%, and

more than 400%, when compared to MISO, MIMO, SIMO, and SISO, respectively.

Binary Tree Network with Single-hop Communication with Uniform Energy Distribution

We now evaluate the performance of our protocol for the Binary Tree network where the nodes

have a uniformly distributed initial energy in [1, 5] J. According to Fig. 5.13, the number of received

packets in MAC-LEAP is higher due to the adaptive antenna selection, and is more significant in

smaller distances and target BERs. The maximum gain of MAC-LEAP (Online policy) with sleep

strategy, in terms of number of received packets is about 18% more packets than E-Basic (with sleep

strategy) over all distances and target BERs. Moreover, according to Fig. 5.13(b), the trade-off

point between RX and TX policies is at a distance of 50 m. For small distances, MAC-LEAP (RX

policy) works slightly better than MAC-LEAP (TX policy) since the receiver consumes slightly more
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energy than the transmitter. However, as the distance increases, the transmission power increases and

dominates the receiver energy consumption, which results in the TX policy being able to deliver more

packets than the RX policy.
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Figure 5.13: Number of received packets versus (a) target BER and (b) distance in a Binary Tree

network with 9 nodes having uniform initial energy distribution in [1, 5] J.

As shown in Fig. 5.14, the maximum improvement in terms of the network lifetime of MAC-LEAP
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(Online policy) with sleep strategy is 29% and 52%compared to E-Basic (with sleep strategy) and

MISO (with sleep strategy), respectively. Moreover, MAC-LEAP improves the number of received

packets by at most 18% and 73% compared to E-Basic (with sleep strategy) and MISO (with sleep

strategy), respectively.
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Figure 5.14: Network lifetime versus (a) target BER and (b) distance in a Binary Tree network with 9

nodes having uniform initial energy distribution in [1, 5] J.

As described before, MAC-LEAP adapts the number of antennas at the nodes based on different
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factors including their current remaining energy. Therefore, it achieves a higher number of packets

compared to fixed schemes in the Binary Tree network, as shown in Fig. 5.15. The maximum gain

in terms of number of packets for MAC-LEAP is 63%, 32%, 20%, and 200% compared to MISO,

MIMO, SIMO, and SISO, respectively.
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Figure 5.15: Number of received packets versus distance with four different fixed schemes used for

control packets: (a) MISO, (b) SIMO, (c) MIMO, and (d) SISO in a Binary Tree network (target

BER= 10−5) with uniform energy distribution.

Improvement on Binary Tree Network with Single-hop Communication

In this section, we summarize the results by demonstrating the average improvement in the net-

work by using MAC-LEAP in terms of both network lifetime and the total number of received packets.

The comparison is between MAC-LEAP, E-Basic, and MISO when the sleep strategy is employed in

all of them.
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Figure 5.16: Improvement of MAC-LEAP compared with E-Basic (with sleep strategy) and MISO

(with sleep strategy) in terms of number of received packets (a) vs. distance, and (b) vs. target BER,

and in terms of the network lifetime (c) vs. distance, and (d) vs. target BER, in a Binary Tree network

with 9 nodes having the same initial energy of 5 J.

Fig. 5.16 shows MAC-LEAP improvement compared to E-Basic and MISO when the sleep strat-

egy is employed and all nodes have the same initial energy of 5 J. MAC-LEAP improves the number

of received packets up to 34% and 59% compared to MISO for various distances (Fig. 5.16(a)) and

various target BERs (Fig. 5.16(b)). Moreover, MAC-LEAP increases the number of received packets

up to 17% compared to E-Basic for both various distances and target BERs (according to Fig. 5.16(a)
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and Fig. 5.16(b)). Network lifetime is improved by 31% for various distances and by 118% for differ-

ent target BERs compared to MISO as shown in Fig. 5.16(c) and Fig. 5.16(d). Moreover, MAC-LEAP

increases the network lifetime by a maximum of 29% for various distances and target BERs compared

to E-Basic when the sleep strategy is employed.
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Figure 5.17: Improvement of MAC-LEAP compared with E-Basic (with sleep strategy) and MISO

(with sleep strategy) in terms of number of received packets (a) vs. distance, and (b) vs. target BER,

and in terms of the network lifetime, (c) vs. distance, and (d) vs. target BER, in a Binary Tree network

with 9 nodes having the uniform initial energy distribution in [1, 5] J.

According to Fig. 5.17(a) and Fig. 5.17(b), MAC-LEAP improves the number of received packets

compared to MISO by a maximum of 54% for various distances and by a maximum of 73% when the
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target BER is changing in the Binary Tree network with uniform initial energy distribution. It also

increases the number of packets by a maximum of 17% (vs. distance and vs. target BER) compared

to E-Basic with sleep strategy. As shown in Fig. 5.17(c) and Fig. 5.17(d), by employing MAC-LEAP

in a Binary Tree network with uniform initial energy distribution, the network lifetime is improved up

to 53% and 29% (for different distances), and 57% and 29% (for different target BER) compared to

MISO and E-Basic, respectively.

5.5.3 Random Network with Multi-hop Communication

In this section we analyze the performance of MAC-LEAP in a random network when all nodes

have the same initial energy of 5 J, and when the nodes’ initial energies follow a uniform distri-

bution in [1, 5] J. We present the results for different numbers of nodes uniformly distributed in a

700 m by 700 m square area. The results presented in this section are averaged over 10 random

network topologies while, for each topology, the results are averaged over 10 different channel real-

izations. Moreover, the nodes are mobile with different velocities that follow a uniform distribution of

[0, 0.05] m/s. The mobility pattern is constant velocity mobility model in which each node moves to

a different location by a constant velocity. Optimized Link State Routing (OLSR) is used for routing

to support multi-hop communication. All nodes can send/receive packets to/from other nodes. In this

section, MAC-LEAP refers to the MAC-LEAP protocol uses the online-policy.

Random Network with Multi-hop Communication and Equal Initial Energy Distribution

In this section we assume that all nodes have equal initial energy of 5 J. We compare MAC-LEAP

with E-Basic and MISO with/without sleep strategy in terms of the network throughput (defined in

Eq. (5.1)) when the number of nodes and the target BER in the network are changing.
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Figure 5.18: Network throughput in the random network with nodes having the same initial energy of

5 J and without employing the sleep strategy in the nodes.

In Fig. 5.18, the average network throughput is shown when the sleep strategy is not employed in

MAC-LEAP, E-Basic, and MISO. As the number of node grows in the network, more data packets

are transferred in the network. According to Fig. 5.18(a), due to higher packet transmission rate,

the throughput increases as the number of nodes grows. MAC-LEAP greatly improves the average
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network throughput compared to E-Basic and MISO since the Online policy in MAC-LEAP provides

energy consumption balance among the nodes in the network. The energy consumption balance has a

high impact on the number of received packets per second in the random network with OLSR routing

for data communication.

5 10 15 20

Number of Nodes

8

10

12

14

16

18

20

22

24

T
h

ro
u

g
h

p
u

t 
(K

b
p

s
)

MAC-LEAP

E-Basic

MISO

(a) Average network throughput versus number of nodes (Target

BER = 10−5).

10
-7

10
-6

10
-5

10
-4

10
-3

Target BER

0

5

10

15

20

25

T
h

ro
u

g
h

p
u

t 
(K

b
p

s
)

MAC-LEAP

E-Basic

MISO

(b) Average network throughput versus target BER (Number of

Nodes=15).

Figure 5.19: Network throughput in the random network with nodes having the same initial energy of

5 J and with employing the sleep strategy in the nodes.
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Fig. 5.18(a) demonstrates the variation of average network throughput when the target BER is

changing in a random network when all nodes have the same initial energy and they employ the

sleep strategy. As the target BER increases, the probability of packet reception decreases and thus

the network throughput becomes lower. Moreover, MAC-LEAP improves the network throughput

compared to E-Basic and MISO especially when the target BER is less than or equal to 10−5.

As the number of nodes increases, the number of RTS/CTS transmission/reception is also in-

creased. With small amount of nodes (e.g. from 10 nodes to 15 nodes) the number of packets and

thus the network throughput grows dramatically. After increasing the nodes from 15 to 20, due to

higher energy consumption of the received/transmitted RTS/CTS packets, the nodes loose their en-

ergy faster in the network with 20 nodes compared to 15 nodes. Thus, the throughput drops when the

number of nodes grows from 15 to 20.

As shown in Fig. 5.19, when the sleep strategy is employed in the nodes, the network throughput is

higher than the network without sleep strategy (Fig. 5.18). MAC-LEAP greatly increases the network

throughput compared to E-Basic and MISO as shown in Fig. 5.19(a) and Fig. 5.19(b).
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Figure 5.20: Improvement of MAC-LEAP compared with E-Basic (with sleep strategy) and MISO

(with sleep strategy) (a) vs. target BER and (b) vs. number of nodes, and improvement of MAC-LEAP

compared with E-Basic (without sleep strategy) and MISO (without sleep strategy) (c) vs. target BER

and (d) vs. number of nodes in a random network with nodes having the same initial energy of 5 J.

Fig. 5.20 shows the improvement percentage of MAC-LEAP compared to E-Basic and MISO

in terms of network throughput with/without sleep strategy when all nodes in the network have 5 J

of initial energy. For various target BER, MAC-LEAP increases the network throughput by at most

more than 100% (with and without sleep strategy) compared to MISO, and by maximum of 26% (with

sleep strategy) and 23% (without sleep strategy) compared to E-Basic, respectively (Figs. 5.20(a) and

5.20(c)). Moreover, for various number of nodes in the network the maximum network improvement
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by MAC-LEAP is 22% (with sleep strategy) and 16% (without sleep strategy) compared to E-Basic,

and 28% (with sleep strategy) and 19% (without sleep strategy) compared to MISO, respectively

(Figs. 5.20(b) and 5.20(d)).

Random Network with Multi-hop Communication and Uniform Initial Energy Distribution

We now consider a random network in which each node’s initial energy is selected by a ran-

dom variable, uniformly distributed in [1, 5] J. We compare MAC-LEAP with E-Basic and MISO

with/without sleep strategy. We evaluate network throughput in terms of number of nodes and target

BER.
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Figure 5.21: Network throughput in the random network with nodes having the uniform initial energy

distribution of [1,5] J and without employing the sleep strategy.

Average network throughput when the nodes have uniform initial energy distribution of [1,5]J is

shown in Figs. 5.21 and 5.22. In Fig. 5.22 all nodes in MAC-LEAP, E-Basic, and MISO employ

sleep strategy to save more energy and send more packets. In Fig. 5.21, however, the results for
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MAC-LEAP, E-Basic, and MISO protocols are represented when the nodes don’t employ the sleep

strategy.

5 10 15 20

Number of Nodes

6

7

8

9

10

11

12

13

14

15

T
h

ro
u

g
h

p
u

t 
(K

b
p

s
)

MAC-LEAP

E-Basic

MISO

(a) Average network throughput versus number of nodes (Target

BER = 10−5).

10
-7

10
-6

10
-5

10
-4

10
-3

Target BER

0

2

4

6

8

10

12

14

16

18

T
h

ro
u

g
h

p
u

t 
(K

b
p

s
)

MAC-LEAP

E-Basic

MISO

(b) Average network throughput versus target BER (Number of

Nodes=15).

Figure 5.22: Network throughput in the random network with nodes having the uniform initial energy

distribution of [1,5] J and employing the sleep strategy.

As shown in Fig. 5.21(a), when the nodes employ the sleep strategy, the average network through-
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put varies between 1.5 Kbps and 3.2 Kbps when the number of nodes in the network changes from

5 to 20 in MAC-LEAP. MISO and E-Basic provide similar average network throughput in this case.

By altering the target BER in the network as shown in Fig. 5.21(b), the average network throughput

decreases as the BER increases since more packets are lost in high target BERs. MAC-LEAP im-

proves the network throughput for various target BERs by an maximum of more than 100% and 27%

compared to MISO and E-Basic, respectively.

By employing the sleep strategy in the nodes, MAC-LEAP increases the network throughput

(shown in Fig. 5.22) compared to Fig. 5.21 when no sleep strategy is employed. Moreover, MAC-

LEAP gains better average network throughput compared to both E-Basic and MISO in various target

BER and number of nodes in the network.



CHAPTER 5. MAC-LEAP: MULTI-ANTENNA, CROSS LAYER, ENERGY ADAPTIVE PROTOCOL 78

10
-7

10
-6

10
-5

10
-4

10
-3

Target BER

-20

-10

0

10

20

30

40

50

60

N
e

tw
o

rk
 T

h
ro

u
g

h
p

u
t 

Im
p

ro
v
e

m
e

n
t 

(%
)

Compared to E-Basic

Compared to MISO

   more than 100%

(a) With Sleep Strategy

5 10 15 20

Number of Nodes

0

10

20

30

40

50

60

N
e

tw
o

rk
 T

h
ro

u
g

h
p

u
t 

Im
p

ro
v
e

m
e

n
t 

(%
) Compared to E-Basic

Compared to MISO

(b) With Sleep Strategy

10
-7

10
-6

10
-5

10
-4

10
-3

Target BER

-20

-10

0

10

20

30

40

50

60

N
e

tw
o

rk
 T

h
ro

u
g

h
p

u
t 

Im
p

ro
v
e

m
e

n
t 

(%
)

Compared to E-Basic

Compared to MISO

   more than 100%
   more than 100%

(c) Without Sleep Strategy

5 10 15 20

Number of Nodes

0

10

20

30

40

50

60

N
e

tw
o

rk
 T

h
ro

u
g

h
p

u
t 

Im
p

ro
v
e

m
e

n
t 

(%
)

Compared to E-Basic

Compared to MISO

(d) Without Sleep Strategy

Figure 5.23: Improvement of MAC-LEAP compared with E-Basic (with sleep strategy) and MISO

(with sleep strategy) (a) vs. target BER and (b) vs. number of nodes, and improvement of MAC-

LEAP compared with E-Basic (without sleep strategy) and MISO (without sleep strategy) (c) vs.

target BER and (d) vs. number of nodes in a random network with nodes having the Uniform initial

energy distribution in [1, 5] J.

Fig. 5.23 shows the improvement percentage of MAC-LEAP compared to E-Basic and MISO

when the nodes have uniform initial energy distribution. By employing the sleep strategy, MAC-

LEAP achieves higher network throughput by maximum of 21% and more than 100% for various

target BER, and by maximum of 22% and 17% for different numbers of nodes, compared to E-

Basic and MISO, respectively. Moreover, without sleep strategy, MAC-LEAP improves the network
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throughput by maximum of 27% and more than 100% (vs. target BER) and 19% and 29% (vs. number

of nodes) compared to E-Basic and MISO, respectively.

5.5.4 Target BER Analysis

In the designed wireless network, we set the target BER at the transmitter side. At the receiver

side the channel BER is estimated based on the received Signal-to-Noise Ratio (SNR) and using the

probability of error formula in Eq. (3.12).
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Figure 5.24: Target BER and channel BER comparison.

We assumed that we only have channel noise and interference, and we don’t have any system

loss. The noise interference is very small (negligible), and thus, as shown in Fig. 5.24, the estimated

channel BER is the same as the target BER.
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5.6 MAC-LEAP in the JumboNet Application

In this section, we evaluate MAC-LEAP in a real animal tracking application. We evaluate this

protocol in an elephant tracking application called JumboNet for three different scenarios: when the

nodes have limited energy; when the nodes have unlimited energy; and when the nodes have energy

harvesting. Based on the results, we show that by using MAC-LEAP, the network outperforms the

traditional JumboNet application in terms of packet delivery ratio, energy consumption per packet,

and delay per packet.

5.6.1 Introduction: Animal Tracking Wireless Networks

Animal tracking is a popular wireless networking research area that enables the monitoring and

tracking of the behavior and some characteristics of the animals such as heart rate [90], location [91],

body temperature [92], or activity [93]. This information is useful for scientific and conservation

purposes. Among these characteristics, ttracking the locations of the animals may provide safety for

both humans and the animals.

In traditional animal tracking systems, the animals are tagged with a collar with a basic Very High

Frequency (VHF) transmitter [94]. The researchers drive through an area carrying a receiver antenna

in order to find the animals. As soon as an animal is found, they measure the required characteristics

and store a location in the database. It is obvious that these systems cannot monitor the animal

behavior in real time, and depend on the weather conditions since during the snowy and rainy days, it

may be harder for the humans to come outside every minutes to store the information. Moreover, it is

very hard to track some species such as wild animals or the ones that avoid human contact. Wireless

networks along with the Global Positioning System (GPS) and satellite tracking is a solution to this

problem.

To find the animal’s location, a wireless device is attached to the animals. The required infor-

mation such as the location is collected using GPS and can be transmitted either through satellite

[95, 96, 97] or locally through routing algorithms [91] to a base station for further processing. The

satellite-based tracking systems are very expensive since they require the transmission of data from
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the satellite transmitters mounted on the animals to the satellite database which results in the regular

update of the database, [98]. Moreover, these applications use non-rechargeable batteries that not only

provide limited energy for the device but also require battery replacement once in a while.

In order to prevent the battery replacement issues and satellite expenses, some other applications

use solar power to recharge their batteries and also use GPS and routing algorithms for data delivery.

In [91] the authors proposed the ZebraNet system, which is designed for tracking zebras. Each zebra

has a collar that is embedded with GPS to find the zebra location. The gathered data is transmitted

by a peer-to-peer routing protocol to the base station (mounted in a car or a plane) on a daily/weekly

basis. The authors in [99] and [98] proposed animal tracking applications for tracking turtles and

reindeers. In [13], the authors proposed JumboNet, which is an elephant tracking application. They

track the elephants in a real-time manner. All of the aforementioned applications use GPS for finding

the animals’ locations and their devices are equipped with solar panels or kinetic energy harvesters

for recharging for recharging the batteries [13, 98] .

In many of the animal tracking applications, critical parameters such as energy efficiency and

delay should be taken into account. In terms of delay constraints networks, the data should be trans-

mitted in a real-time manner, and thus the routing algorithm should be efficient in order to deliver the

data to the base station as soon as possible. The energy efficiency of the network is also very impor-

tant. Although the aforementioned animal tracking applications use solar or kinetic energy harvesters

to recharge the batteries, they still may have problems providing the energy when the animal is mostly

in the shade or dark places or when the animal is still and doesn’t move. Due to this shortcoming, in

this section we employ MAC-LEAP protocol for an animal tracking application. Moreover, in order

to reduce the latency for delivering the data to the base station as much as possible, a delay tolerant

routing protocol is employed along with MAC-LEAP for speeding the data delivery process. We test

the proposed protocol in the JumboNet application and compare its performance with a network with

the traditional JumboNet implementation.
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5.6.2 MAC-LEAP in JumboNet

In this section, we describe the implementation of the MAC-LEAP protocol in the JumboNet

application [13]. JumboNet is an elephant tracking application in which the real-time locations of

the elephants are monitored in order to prevent danger to both elephants and humans and improve

their co-existence. Each elephant has a single antenna wireless collar that measures the location of

the elephant using GPS. In order to prolong the device lifetime, each collar is also equipped with an

energy harvester to provide the required energy for communication. Since the amount of harvested

energy may be limited depending on the environment, energy efficient communication protocols can

be helpful to reduce the energy consumption. As described in Section 5.3, MAC-LEAP is a protocol

that provides energy balance among the nodes in a MIMO-based network and improves the network

energy efficiency.

We assumed that every node in the network is equipped with two antennas and it can either use

one or both antennas for communications. The communication pattern between each pair of nodes,

depending on the number of antennas they are using, is MIMO, SIMO, MISO, or SISO.

We assume that all the control packets including the RTS and CTS packets are transferred using

SISO scheme in MAC-LEAP. After the RTS/CTS handshake between two nodes, the nodes transfer

the data using the selected MIMO scheme. Moreover, since JumboNet is a real-time animal tracking

application, the data should reach the destination (sink) in a certain amount of time. Thus, we assume

that the number of sinks can be more than one and all of the sinks are connected with the others. In

case of having multiple sinks, the nodes can send the data messages to any of the sinks.

Moreover, it is assumed that the original JumboNet (without MAC-LEAP) uses a CSMA/CA

protocol and all nodes have a single antenna for transferring all the data and non-data packets.

5.6.3 Routing Protocol in MAC-LEAP

In this section we describe the Epidemic routing protocol that MAC-LEAP uses in the JumboNet

network. Epidemic routing is a routing protocol that is suitable for networks with limited connectivity

among the nodes where there is no direct connection between the source and the destination at the
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time of data generation. Epidemic routing is a store-and-forward protocol, where all the generated

and received data are first stored in a buffer and then disseminated to any other node as soon as it is

within transmission range. The protocol relies on mutual packet exchange between mobile nodes, and

considers that one of the nodes will eventually reach the destination [100].

The packet transmission between nodes using epidemic routing is shown in Fig. 5.25. According

to this packet exchange mechanism, two nodes first use a “Beacon” message to determine if they are

in communication range. When this happens, one of the nodes (A in Fig. 5.25) starts by sending a

summary vector (SVA) of the messages it has in its buffer to the other node (B in Fig. 5.25). After

receiving this vector, B checks its available messages in the buffer and sends to A both the packets

that are missing to A and its summary vector (SVB), which is used by node A to determine the packets

that node B is missing. Finally, A sends the missing packets to B.

A B
SVA

Beacon

A’s Missing Packets
SVB

B’s Missing Packets

Figure 5.25: Packet transmission between two nodes in epidemic routing.

In sparse MANETs and DTNs, epidemic routing has been shown to outperform traditional routing

protocols, in terms of packet delivery ratio and average packet delay [101].

5.6.4 Performance Evaluation

In this section we evaluate the performance of MAC-LEAP in JumboNet with the Epidemic rout-

ing and various packet sizes using the ns-3 network simulator. In what follows, we refer to the

traditional JumboNet protocol simply as “JumboNet”, and we consider three scenarios: a first one

where the nodes have an unlimited energy buffer, a second scenario in which the nodes have a limited

amount of energy, and a third case where the nodes can harvest energy from the environment. As ex-

plained in [13], our simulation is done based on the movements patterns of the elephants. We assume
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Table 5.2: WiFi Radio Parameters for Evaluating MAC-LEAP in JumboNet Application
Channel Parameters

Parameter Value
GtGr 5 dBi
Ml 10dB
Nf 10 dB
fc 5.15 GHz
Rb 1Mbps
k 2

Tx range 250 m

Circuitry Power Consumption
Parameter Value
PDAC 7 mW
PADC 7 mW
PMix 30.3 mW
PSyn 50 mW
P tx
F ilt 2.5 mW
P rx
F ilt 2.5 mW

PLNA 20 mW
PIFA 5 mW

that each elephant herd has a herd leader that sends the location information every hour. Multiple

sinks are also located close to the herds to exchange the data from the herd leaders, as shown in Fig.

5.26. For all the results of this section, we consider a network with 24 elephants, an epidemic routing

beacon interval and packet generation rate of 60 minutes, and a total simulation time of 10 days. The

WiFi radio parameters are listed in Table 5.2.

5.6.5 Unlimited Energy Buffer

In the first experiment, we assume all nodes have unlimited amount of energy in their buffer.

In Figure 5.6.5, we compare packet delivery ratio (PDR) versus different number of sinks for the

JumboNet network with MAC-LEAP protocol (referred to as MAC-LEAP in all figures), and the

original JumboNet protocol (referred to as JumboNet in all figures). With more sinks around the

nodes, more packets can be delivered. Since the amount of energy in the nodes is unlimited, the PDR

for MAC-LEAP and JumboNet are almost the same.
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Figure 5.26: Location of the sinks and the pattern movements of the herd leaders
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Figure 5.27: Packet Delivery Ratio (PDR) versus number of sinks with unlimited initial energy.

Moreover, the amount of delay per packet for various number of sinks has the same behavior for

both MAC-LEAP and JumboNet, as shown in Fig. 5.6.5. We define delay as the time between the
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generation of the packet and when it is successfully delivered at the destination. Since the nodes’

energy is unlimited, as the number of sinks increases, the nodes can reach a sink sooner without

running out of energy. Thus, the amount of delay per packet decreases.
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Figure 5.28: Average packet delay versus number of sinks with unlimited initial energy.

Since the nodes in the JumboNet network each have a single antenna, the communication between

each pair of nodes is SISO and the amount of transmit power is fixed and equal to the power to reach

a distance of 250 m. According to Eq. (3.5), SISO consumes a lot of transmit energy especially

for larger distances compared to MIMO, MISO, and SIMO. In MAC-LEAP, however, the Online

policy chooses the most energy efficient MIMO scheme for every packet transmission based on certain

parameters including the nodes’ communication distance and their remaining energy.
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Figure 5.29: Average energy consumption per packet versus number of sinks with unlimited initial

energy.

Since MAC-LEAP chooses the most energy efficient MIMO communication scheme based on the

transmission distance, the amount of energy consumption per packet is much less than JumboNet.

Fig. 5.6.5 shows that the energy consumption per packet in MAC-LEAP is much less than the one in

JumboNet. Moreover, the energy consumption per packet is lower with a higher number of sinks be-

cause with more sinks around the nodes, each node may have a sink closer to itself. Thus, the distance

between a node and one of the sinks is smaller, which results in having lower energy consumption

during sending a packet.

5.6.6 Limited Energy Buffer

In this scenario, we assume that each node has a limited amount of energy (10 J) and their batteries

are non-rechargeable. Fig. 5.6.6 shows the comparison of PDR versus number of sinks. MAC-LEAP

consumes much less energy compared to JumboNet since it adapts the transmit power according to

the transmission distance and the remaining energy of the nodes. Thus, the lifetime of the nodes is
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much longer in MAC-LEAP and more packets are successfully delivered to the sinks. Moreover, with

more sinks available in the network, more packets can be delivered.
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Figure 5.30: Packet Delivery Ratio (PDR) versus number of sinks with limited initial energy.

Fig. 5.6.6 shows the amount of delay per packet when the number of sinks in the area is chang-

ing. For all the different packet sizes, MAC-LEAP requires lower delay per packet compared to the

JumboNet protocol.
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Figure 5.31: Average packet delay versus number of sinks with limited initial energy.

With a limited amount of energy, MAC-LEAP consumes less energy and thus provides higher

lifetime for the nodes compared to JumboNet. As shown in Fig. 5.6.5, the energy consumption per

packet in MAC-LEAP is much less than the one in the JumboNet network. Moreover, as the packet

size increases, the amount of energy consumption gets higher.
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Figure 5.32: Average energy consumption per packet versus number of sinks with limited initial

energy.

5.6.7 Limited Energy Buffer with Energy Harvesting

In this section, we assume each node has 2 J of initial energy and is equipped with a solar energy

harvester. The harvested energy over time is shown in Fig. 5.33, where each sample is taken every

5 minutes for a total of four days. Unlike the unlimited energy buffer scenario where we assumed

that the nodes always have enough energy in their buffer (Section 5.6.5) , the energy coming from the

solar harvester is added to the buffer gradually during the day.



CHAPTER 5. MAC-LEAP: MULTI-ANTENNA, CROSS LAYER, ENERGY ADAPTIVE PROTOCOL 91

0 200 400 600 800 1000

Time (minutes)

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

H
a
rv

e
s
te

d
 E

n
e
rg

y
 (

J
)

Figure 5.33: Sampled solar harvested energy every 5 minutes for four days.

As shown in Fig. 5.6.7, PDR increases as the number of sinks increases with different packet

sizes. With larger packet sizes, the PDR is lower. With packet size of 1 Kbytes, MAC-LEAP has a

10% improvement over JumboNet. With packet sizes of 512 and 32 bytes, the improvement is smaller

since energy conservation is higher with larger packet sizes. Moreover, PDR of MAC-LEAP is higher

than JumboNet since it uses the online policy to select the most energy efficient MIMO scheme for

data transmission.
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Figure 5.34: Packet Delivery Ratio (PDR) versus number of sinks with energy harvesting.
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Figure 5.35: Average packet delay versus number of sinks with energy harvesting.

In Fig. 5.6.7, we plot the average packet delay as the number of sinks increases. Delay per packet

in JumboNet is on average 3 minutes higher than MAC-LEAP when the packet size is 1 Kbytes.

Moreover, for 512 and 32 bytes packet sizes, the MAC-LEAP delay is 1 minutes less than JumboNet.
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5.7 Conclusions

In this chapter, we proposed Multi-Antenna, Cross Layer, Energy Adaptive Protocol (MAC-

LEAP), an energy efficient cross layer protocol designed for MIMO-based wireless networks that

employs dynamic antenna selection to use the most energy efficient approach for data transmission.

MAC-LEAP dynamically adjusts the number of transmitter and receiver antennas to use for the com-

munication on a per-packet basis, based on the current remaining energy of the nodes, their distance,

BER requirements, and other physical layer parameters. Based on a standard CSMA/CA protocol,

MAC-LEAP utilizes RTS and CTS packets to provide collision avoidance. We also introduced a

MIMO-based framework for wireless communication into Network Simulator 3 (ns-3). Using this

framework, we evaluated MAC-LEAP through extensive simulations.

Moreover, we also evaluated MAC-LEAP in a real animal tracking application called JumboNet.

We tested the protocol in three scenarios: a network with limited energy buffer; a network with

unlimited energy buffer; and a network where the nodes utilize energy harvesting. According to the

simulation results, MAC-LEAP outperforms the traditional JumboNet network in terms of packet

delivery ratio, transmission delay, and energy consumption for different packet sizes.

In order to make the network more scalable and also to make the routing more energy efficient, we

need to change the architecture of the network to a cluster-based network in which nodes may either

have one or two antennas. Every cluster has a cluster-head (CH) that is connected to several normal

nodes. Cluster-based networks are more energy efficient since they reduce the communication range

of the nodes and thus they use less transmission power to communicate inside the clusters. Most of

the nodes (except the cluster heads) are not responsible for the energy-intensive tasks such as data

aggregation or forwarding. Moreover, it is possible to balance the energy consumption even more by

using cluster head rotation methods.

Some of the cluster-based networks also use MIMO in order to provide energy balance and reduce

the nodes’ energy consumption. In a traditional MIMO cluster-based network, the nodes cooperate

with each other in order to receive the data faster. This method is known as cooperative MIMO (also

virtual MIMO). In our work, however, we intend to employ single-user MIMO in a cluster-based
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network to both avoid the complexity and the nodes cooperation mechanisms of virtual MIMO. In the

next chapter, we describe our work exploring the benefits in terms of energy efficiency and scalability

of this type of network.
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Chapter-6

Cluster-based Energy Harvesting MIMO Wireless Net-
works

6.1 Introduction

In order to have a scalable network, the wireless nodes may form groups called clusters that

are connected to each other through Cluster-Heads (CH). A cluster-based wireless network has two

or more tiers. In the lowest tier are the normal wireless nodes that communicate with the CHs.

In the upper tiers are the CHs, which communicate with each other and are responsible for more

complicated tasks compared to the normal nodes. Clustering has various advantages. Due to the

layered architecture, communication bandwidth and redundant message exchanges among the nodes

are reduced, since the normal nodes only communicate with their assigned CHs and are not affected

by the overhead caused by changes at the CH level.

In cluster-based wireless networks, it is important to balance energy consumption inside the cluster

in order to avoid the CHs from running out of energy. There are many cluster-based networks that

provide energy efficiency for single antenna wireless networks [57, 102, 103, 104, 105, 106] and

cooperative MIMO wireless networks [107, 108, 109, 110, 111, 112]. For multi-antenna wireless

networks, however, the number of cluster-based algorithms is limited.

In a cluster-based network using MIMO, the nodes are equipped with more than one antenna. In

such a network, CHs can have a single antenna or multiple antennas. Assuming all the nodes (CHs

and normal nodes) have a single antenna, the communication between the normal nodes and the CH is

more efficient for smaller distances and thus with small clusters. If the CH has multiple antennas, the
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inter-cluster communication is either MISO, SIMO, or MIMO depending on the number of antennas

of the normal nodes. In the case where the CH has multiple antennas, the communication is more

energy efficient for larger distances and larger cluster sizes.

There are various benefits of using MIMO in a cluster-based network:

• If a message is broadcast by a multi-antenna CH to the nodes inside a cluster, the total energy

consumption is less than the situation in which the CH has a single antenna, since in the former

case, the transmission energy consumption of the CH is much higher when it sends the data to

the nodes that are located far away from the CH.

• Assuming the coverage area is a circle with the CH in the center, MIMO provides better cov-

erage than SISO communication. Having a multi-antenna CH, we have clusters with larger

diameter since the data sent by this CH can be received by farther nodes. With a single antenna

CH, however, the coverage is worse and thus the size of the cluster in terms of diameter is

smaller. Moreover, MIMO consumes less transmission energy for larger communication dis-

tances compared to SISO. Thus, with lower transmission energy consumption, MIMO achieves

better coverage than SISO.

• In most cluster-based networks, CH rotation is done when the CH battery level becomes low.

Although CH rotation provides better lifetime and energy efficiency for the network, the cluster

should be reformed and all the nodes inside the cluster should disconnect with the previous CH

and connect to the new one. Since MIMO consumes less transmission energy than SISO, the

CH’s battery will drain more slowly compared to SISO communication in the cluster. Moreover,

the CH rotation inside a cluster with SISO communication should be performed more frequently

than a cluster-based network with MIMO communication. Thus, by having the same energy

efficiency, we can achieve fewer CH rotations and re-clustering operations in a MIMO based

network.

In this chapter, we propose an energy efficient MIMO protocol called Cluster-based energy Har-

vesting MIMO (or CH-MIMO) for cluster-based multi-antenna wireless networks. We assume that all
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nodes have more than one antenna and use the most energy efficient number of antenna for communi-

cation that provides the highest energy efficiency. CH-MIMO is evaluated in two types of networks.

In the first type, the nodes’ energy source is limited and they have non-rechargeable batteries. When

their batteries run out of energy, they die. In the second type of network, the nodes are powered

by harvested solar energy and thus they have unlimited energy source. Moreover, we evaluate the

performance of CH-MIMO in a network with fixed nodes and in a network with mobile nodes.

6.2 CH-MIMO: Cluster-based Energy Harvesting Multi-Antenna
Protocol

CH-MIMO is designed for a cluster-based network in which the nodes have multiple antennas

for communication. We assume N nodes are randomly located in a square-shaped area. Each group

of nodes form a cluster by finding the closest Cluster-Head (CH) and connecting to it. CH-MIMO

is designed based on rounds. At each round, several actions are taken: (a) CH selection, (b) packet

transmission from normal nodes to the CHs, and (c) forwarding the received packets from the CH to

the sink. In this work, we utilize the LEACH protocol for the selection of CHs and the formation of

clusters, but CH-MIMO can work with any cluster formation algorithm.

6.2.1 Cluster-Head Selection Algorithm

At the beginning of each round, certain nodes are chosen to be CHs according to the CH selection

algorithm in LEACH [57]. Each node decides to be a CH or not based on two factors: the suggested

percentage of CHs in the network, and the number of times that this node was a CH in the previous

rounds. Based on these factors, a threshold T(n) is defined in Eq. 6.1:

T (n) =


P

1−P×(r mod 1
P
)

if n ∈ G

0 otherwise
(6.1)



CHAPTER 6. CLUSTER-BASED ENERGY HARVESTING MIMO WIRELESS NETWORKS 98

where P is the suggested percentage of CHs in the network (0 ≤ P ≤ 1), r is the current round

number, and G is the set of nodes that have not been a CH in the previous 1
P

rounds. For making a

decision to be a CH or not, a node chooses a random number between 0 and 1. If the number is less

than T(n), the node will be a CH for the current round. Thus, each node will be a CH once every 1
P

rounds. A node might be a CH in the last round and then again when all nodes are eligible to be a

CH in the next set of 1/P rounds. This algorithm provides fairness in terms of CH selection among

the nodes. Due to this CH rotation, the algorithm prevents the CHs from running out of energy while

other nodes have lots of energy in their buffers.

6.2.2 Cluster Formation

Once the CH nodes are chosen, they send an advertisement message in which their location is

included, to other nodes in order to inform them that they are CHs. The advertisement messages

are sent using a CSMA MAC protocol in order to avoid collisions. Although the CHs use the same

transmit power to propagate the advertisement messages, unlike LEACH, in CH-MIMO, all CHs send

these messages by Multiple Input Multiple Output (2x2 MIMO).

After the CH selection phase, the nodes choose the CH they want to join depending on the received

signal strength of the advertisement messages, such that each node connects to the closest CH in terms

of communication distance, which requires less energy to communicate. When a node joins a cluster,

it informs the CH by sending a small message using the CSMA MAC protocol.

In Fig. 6.1, an example of the proposed cluster-based network with CH-MIMO with 50 nodes is

shown. In this figure, the nodes have 1 J of initial energy and the network is running for 300 rounds.

Based on the cluster formation algorithm, the nodes are connected to the closest CH according to

their euclidean distance (which minimizes communication energy). In the first round, all nodes have

enough energy for communication. As the number of rounds increases, the nodes’ remaining energy

decreases. As shown in Fig. 6.1, in the 150th round, two nodes are dead. The percentage of dead

nodes grows while the number of clusters decreases as the algorithm reaches round 200. Finally,

almost all nodes die in round 250 and no more packets are transmitted.
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Figure 6.1: Cluster-based network.

6.2.3 Data Transmission

The data transmission process from a node to the sink has three steps; in the first step the number

of antennas of the normal node and the CH are selected using the Online Policy, in the second step,

the nodes send data to the CH, and in the last step, the CH forwards the data to the sink.

Multi-Antenna Selection Policy

It is assumed that all nodes (both CHs and non-CHs) are equipped with multiple antennas. For

each node-CH pair, the communication can be MIMO, MISO, SIMO, and SISO, each of which may

be more energy efficient than the others depending on various parameters. In order to select the most

energy efficient MIMO scheme (out of these four schemes), we employ an Online Policy algorithm,

which calculates the number of packets for MIMO, MISO, SIMO, and SISO and chooses the multi-

antenna scheme for data transmission that maximizes the total number of received packets in the

network.
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As the name suggests, the Online Policy works online and chooses the best MIMO scheme to be

used for the communication, on a per-packet basis, on-the-fly. In the Online Policy, for a specific

Bit-Error-Rate (pb) and at a fixed transmitter-receiver distance, we compute the number of received

packets for all the four antenna modes, and we select different schemes interchangeably. In particular,

at time t, depending on the remaining energy at the transmitter and the receiver, we choose the scheme

M t
txxM t

rx that provides the highest number of received packets, according to Eq. 3.8. The remaining

energy of the system at each time slot is then updated by removing from the energy buffer the energy

consumption of the communication scheme chosen in the previous time slot (i.e., Bt+1
tx = Bt

tx −

Etx
pkt(M

t
tx,M

t
rx) and Bt+1

rx = Bt
rx − Erx

pkt(M
t
tx,M

t
rx)). Moreover, the control packets (advertisement

message, RTS, and CTS packets) are exchanged by a fixed multi-antenna scheme (e.g., MISO).

Intra-Cluster Communication

Since there is a chance for packet collision in CSMA/CA when the RTS packets are exchanged at

the same time from two nodes to a single destination, we used TDMA to completely avoid the packet

collision issue. For each cluster, the CH node assigns a time slot to each node inside the cluster

based on a TDMA scheme. Each node is allowed to send data to the CH only in its assigned slot.

Once the TDMA slots are selected, a message is broadcast to all nodes inside the cluster informing

them of the assigned TDMA time slots. At each TDMA slot, several data packets are sent to the CH.

The information regarding the remaining energy and the location of the node and the CH should be

updated before data transmission in order to choose the most energy efficient multi-antenna scheme

for data exchange. Before each data packet transmission between a node and the CH, the node sends

its location information and also its remaining energy through an RTS packet to the CH. The CH

calculates the communication distance and the most energy efficient MIMO communication scheme

using the Online Policy for data transmission. Then, the CH sends this information back to the node

using a CTS packet. Reading the energy efficient MIMO scheme for data transmission from the CTS

packet, the node sends the data packet to the CH by the chosen MIMO scheme.
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Inter-Cluster Communication

We assumed that the sink has unlimited energy. Thus, when a CH sends a packet to the sink,

it is best to use the multi-antenna scheme which provides the highest energy efficiency for the CH.

The sink is always the receiver and CH is the sender in the CH-Sink communication. Since the

packet is transmitted from the CH to the sink, the CH chooses the antenna mode that has the lowest

energy consumption, thus resulting in the highest number of sent packets for the CH. By calculating

the transmitted number of packets (Lttx(MtxMrx) in Eq. 3.7) for four multi-antenna schemes, the

multi-antenna mode which results in the highest number of sent packets is chosen for CH-Sink data

transmission. Moreover, since the CH is the transmitter, Bt
tx equals to the remaining energy of the

CH in Eq. 3.7 and the communication distance is the distance between the CH and the sink. Thus,

the multi-antenna mode may be changed depending on the CH-sink distance and the CH’s remaining

energy.

6.3 Performance Evaluation

In this section, we evaluate the performance of CH-MIMO under various settings in MATLAB.

We assume a Rayleigh fading channel with an average path loss that falls off with the square of

distance (d2). We have 50 nodes that are randomly located in a 500 m x 500 m area. The initial

parameters for the simulation setting, the circuitry power consumption, and the channel parameters

are listed in Table 6.1. Moreover, the results are averaged over 10 iterations over channel realization

and the nodes’ location. The channel realization and the nodes’ locations are fixed in each iteration.

The nodes have the possibility to operate as 2×2 MIMO, 2×1 MISO, 1×2 SIMO, or 1×1 SISO.

For sending RTS, CTS, and ACK packets, the nodes use a pre-determined fixed MIMO scheme, while

for sending the DATA packets, depending on the policy selected by the Online Policy, the most effi-

cient MIMO scheme is used for the communication. Since the receiver node is not aware of the most

efficient MIMO scheme before receiving the RTS packet from the transmitter, we consider as the de-

fault number of antennas for the receiver for control packets to be one. The transmitter, however, uses
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Table 6.1: Simulation parameters for cluster-based networks.

General Parameters
Number of Nodes 50

P 0.2
Data Packet Size 16 Kbyte

Control Packet Size 20 bytes
Number of Rounds 300

Initial Energy 30 J
Target Bit-Error-Rate 10−5

Multi-Antenna Scheme for Control Packets MISO
Length of a TDMA Slot 30 packets

two antennas for the non-data packets as the default value. Thus, the default multi-antenna scheme

for non-data (control) packets is assumed to be MISO, unless noted otherwise. Moreover, since the

nodes does not have the updated location information of each other before the RTS/CTS transmis-

sion, the transmission mode and the transmit power for RTS and CTS should be fixed. We assume

that the nodes send the control packets (RTS, CTS, and ACK) with the highest transmit power (with

maximum distance equal to the area size) and with MISO in order to be received by the CH/normal

node even if they are located at the longest distance of each other.

We considered two scenarios; in the first one the nodes are not mobile and have limited energy

source (e.g., non-rechargeable batteries). In the second scenario, the nodes are mobile and are pow-

ered by solar energy. In both of these scenarios, we evaluate the number of packets received by the

sink, the percentage of dead nodes over time, the network lifetime, which is defined as the time when

more than 90% of the nodes die, and the nodes’ total energy consumption rate.

6.3.1 CH-MIMO With Fixed Nodes and Non-Rechargeable Batteries

In this section, we have a cluster-based network with 50 fixed nodes, each of which has 1 J

of initial energy. The nodes are equipped with two antennas and a non-rechargeable battery. We

evaluate CH-MIMO in terms of number of received packets, the percentage of dead nodes, and the

total energy consumption. We compare CH-MIMO with LEACH in which all nodes communicate

with each other with a fixed MISO scheme for both data and non-data packets and doesn’t exchange
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Figure 6.2: Percentage of dead nodes versus round number (without mobility and without energy
harvesting).

RTS/CTS packets.

As shown in Fig. 6.2, the number of dead nodes increases as time goes on and the round number

increases. By employing the Online Policy as the energy efficient multi-antenna selection algorithm,

CH-MIMO outperforms the traditional LEACH protocol with fixed MISO scheme by 37% in terms

of percentage of dead nodes. Moreover, in terms of the network lifetime (the time when more than

90% of the nodes die), CH-MIMO improves the network lifetime by 50% since 90% of the nodes die

at round 91 and 135 in LEACH (MISO) and CH-MIMO, respectively.

According to Fig. 6.3, due to the high energy efficiency of the Online Policy, the total remain-

ing energy of the nodes in CH-MIMO is much higher than the traditional approach. Due to higher

remaining energy of the nodes, more packets are received by the sink by using CH-MIMO (Fig. 6.4).

During the first rounds, all nodes have enough energy for communication. Thus the number of

packets increases linearly by round number. At round 150 and 200, the last packet is transmitted in

the network when LEACH (MISO) and CH-MIMO are employed, respectively. After the last packet

transmission, the number of packets remains fixed since the nodes run out of energy.
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Figure 6.3: Total remaining energy versus round number (without mobility and without energy har-
vesting).
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Figure 6.4: Number of received packets by the sink versus round number (without mobility and
without energy harvesting).
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Figure 6.5: Network lifetime versus nodes’ initial energy (without mobility and without energy har-
vesting).

We also measure the network lifetime, which is defined as the time (round number) when more

than 90% of the nodes die. In Fig. 6.5, the network lifetime for CH-MIMO and LEACH (MISO)

is shown when the initial energy of the nodes increases from 10 J to 40 J. CH-MIMO improves the

network lifetime by an average of 36% for various initial energy values compared to LEACH (MISO).

Due to employing the Online Policy in CH-MIMO, the nodes dynamically adjust their number of

antenna before data communication. Thus, the node’s energy consumption rate is much lower in

CH-MIMO than LEACH (MISO), which results in prolonging the network lifetime.

6.3.2 CH-MIMO With Mobile Nodes and Energy Harvesting

In this section, the nodes are equipped with solar panels and rechargeable batteries that are

recharged using solar power. It is assumed that each round is 20 seconds and the initial energy of

all nodes is 0.1 J. Fig. 6.6 shows the amount of harvested solar energy over time. We use the so-

lar harvested energy dataset gathered in Edmonton, Canada [1]. Each node receives a factor of the

harvested energy from the solar panel every round to recharge their batteries. In this scenario, we
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Figure 6.6: Harvested solar energy versus time (data from [1]).

assume that the nodes are mobile, each with a different velocity that follows a random walk model

with Gaussian steps.

At every round (represents 20 seconds), each node receives a factor of the harvested energy. We

apply the factor (harvested factor) at the energy source since we assume that the nodes are located in

different geographical locations and do not have the same weather conditions. Some nodes may be in

direct sun light while others are in the shade. The harvested factor for each node changes over time

as the node may move from sun light into the shade. Moreover, this factor is different at every node

and follows a uniform distribution of U[0,1].

In Fig. 6.7, the number of received packets for various fixed multi-antenna schemes is shown.

By using SISO in LEACH and also in exchanging the control packets in CH-MIMO, the number of

packets is less compared to MISO, SIMO, and MIMO since the energy consumption of SISO is very

high. The number of packet’s improvement of CH-MIMO is %23, %273, %116, and %87 compared to

LEACH when the fixed multi-antenna scheme is SISO, MISO, SIMO, and MIMO, respectively. Due

to the highest improvement with MISO fixed multi-antenna scheme in terms of number of packets,

we use MISO as the default fixed scheme for all the simulation results.

In Fig. 6.8, total remaining energy of the nodes versus round number is shown for CH-MIMO and



CHAPTER 6. CLUSTER-BASED ENERGY HARVESTING MIMO WIRELESS NETWORKS 107

SISO MISO SIMO MIMO

Fixed Multi-Antenna Scheme

0

0.5

1

1.5

2

2.5

N
u

m
b

e
r 

o
f 

R
e

c
e

iv
e

d
 P

a
c
k
e

ts
 b

y
 S

in
k

105

CH-MIMO

LEACH (Fixed Multi-Antenna Scheme)

Figure 6.7: Number of received packets versus multi-antenna fixed scheme (with mobility and energy
harvesting).

LEACH (MISO). Since the energy source is solar harvested energy, the nodes’ batteries are charged

during the day and discharged at night. The nodes have lower energy consumption by using CH-

MIMO, which results in an average of 80% improvement in terms of total remaining energy compared

to LEACH (MISO).

Due to the high energy that is saved using CH-MIMO, as shown in Fig. 6.9, more packets are

received by the sink compared to LEACH (MISO). When the batteries are completely discharged at

night, no new packets are sent/received until the batteries are recharged during the day.

By increasing the number of nodes in the network, more packets are received by sink as shown

in Fig. 6.10. Moreover, CH-MIMO improves the number of packets by an average of 61% as the

number of nodes changes in the network.

The data packet size also impacts the energy consumption of the nodes. By sending larger packets,

the nodes’ batteries are discharged faster and thus fewer packets are sent/received. As shown in Fig.

6.11, the number of received packets decreases as the size of the packets increases.
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Figure 6.8: Total remaining energy of all nodes versus round number (with mobility and energy
harvesting).
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Figure 6.9: Number of received packets versus round number (with mobility and energy harvesting).
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Figure 6.10: Number of received packets versus number of nodes (with mobility and energy harvest-
ing).
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Figure 6.11: Number of received packets versus packet size (with mobility and energy harvesting).



CHAPTER 6. CLUSTER-BASED ENERGY HARVESTING MIMO WIRELESS NETWORKS 110

6.4 Conclusions

In this chapter, CH-MIMO, a MIMO protocol for cluster-based networks is proposed to make

the network more scalable and more reliable in terms of communication and energy efficiency. CH-

MIMO adapts the number of antennas in both the normal nodes and CHs to maximize the energy

efficiency. Moreover, this protocol employs LEACH’s CH rotation algorithm to avoid draining the

energy of the CH nodes. I evaluated CH-MIMO in various scenarios; with fixed nodes and limited

energy, and with mobile nodes and energy harvesting. According to the simulation results, CH-MIMO

outperforms the traditional protocol in terms of number of received packets, percentage of dead nodes,

the total remaining energy, the network lifetime, and the energy consumption per packet.
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Chapter-7

Conclusions and Future Work

7.1 Conclusions

In this thesis, I explore energy balancing techniques in wireless networks through the use of

MIMO communication. The contributions of this research are summarized below.

• I modeled the problem of dynamically adjusting the number of antennas based on nodes’ energy

levels such that the nodes’ communication is based on MIMO, MISO, SIMO, or SISO on a

per-packet basis. The selection of the optimal multi-antenna scheme is done based on various

parameters such as the nodes’ distance, remaining energy, and the target Bit-Error-Rate.

• I introduced a simulation framework for MIMO wireless networks for the ns-3 simulator. In the

framework, the wireless nodes can select their number of antennas, and the transmission power

and receiver energy consumption are calculated accordingly. Moreover, an energy prediction

model for energy harvesting is implemented for the ns-3 simulator in which the energy har-

vesting is based on real solar data. I implemented two well known energy prediction models:

WCMA and EWMA.

• I extended the MIMO energy model for the case of energy harvesting. I consider a point-to-

point MIMO wireless communication link in which there are two nodes equipped with energy

harvesters and rechargeable batteries. I modeled the system using a finite MDP with unknown

transmission probabilities and found an optimal transmission policy using Q-learning. I consid-

ered four transmitter-receiver antenna pairs in the MIMO system, each of which may result in
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different energy consumption for the nodes. Based on the energy consumption and the harvested

energy arrival, I employed Q-learning to find the most energy efficient transmission policy and

maximize the total throughput during a specific time that the system is running.

• I extended the network to more than two nodes and proposed an energy balancing protocol

called MAC-LEAP: Multi-Antenna, Cross Layer, Energy Adaptive Protocol for both single-

hop and multi-hop MIMO wireless networks. This is an energy efficient cross layer protocol

designed for MIMO-based wireless networks that employs dynamic antenna selection to use

the most energy efficient approach for data transmission. MAC-LEAP dynamically adjusts the

number of transmitter and receiver antennas to use for the communication on a per-packet basis,

based on the current remaining energy of the nodes, their distance, BER requirements, and other

physical layer parameters. Based on a standard CSMA/CA protocol, MAC-LEAP utilizes RTS

and CTS packets to provide collision avoidance.

• I evaluated MAC-LEAP in a real animal tracking application called JumboNet. I tested the pro-

tocol for three scenarios: a network with limited energy buffer; a network with unlimited energy

buffer; and a network where the nodes utilize energy harvesters. According to the simulation

results, MAC-LEAP outperforms the traditional JumboNet network in terms of packet delivery

ratio, transmission delay, and energy consumption for different packet sizes.

• I proposed Cluster-based MIMO (CMIMO), a scalable version of MAC-LEAP for multi-antenna

cluster-based wireless networks. CMIMO adapt the number of antennas in both the normal

nodes and CHs to maximize the energy efficiency. We evaluated CMIMO when the nodes have

non-rechargeable batteries, when the nodes have energy harvesting, and when the nodes are

mobile. According to the simulation results, CMIMO outperforms the traditional protocol in

terms of number of received packets, percentage of dead nodes, the total remaining energy, the

network lifetime, and the energy consumption per packet.
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7.2 Future Work

In order to improve the performance of MIMO wireless networks, several directions can be pur-

sued as future research.

• The Online Policy in MAC-LEAP adjusts the number of antennas only based on the the trans-

mitter and the receiver parameters. However, in a network with more than two nodes, the

remaining energy of every transmitter node depends not only on the receiver node’s parameters

but also on other networks conditions such as the transmitter’s number of neighbors, the remain-

ing energy and distance of each neighbor, and the velocity and mobility status of the neighbors.

In order to further improve the antenna selection algorithm in the network, more research can be

applied to consider all the network parameters in the number of antenna adjustment algorithm.

• The optimal number of antennas for achieving maximum number of packets is found for a

network with two nodes using the Optimal Policy described in section 3.3.1. Due to exten-

sive network variation and parameters, finding the optimal number of antennas for all nodes is

challenging in a network with more than two nodes. Further research can be applied in this

area.

• The cluster-based CMIMO protocol is designed for single-hop communication in which the

CHs directly send their data to the Sink. This protocol can be extended for multi-hop commu-

nication. In order to improve the energy efficiency of the cluster-head tier, a routing protocol

can be used among the CHs to find the most energy efficient path to the Sink.
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