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Abstract

Slow and superluminal group velocities can be observed in any material that has large

normal or anomalous dispersion. While this fact has been known for more than a

century, recent experiments have shown that the dispersion can be very large with-

out dramatically deforming a pulse. As a result, the significance and nature of pulse

velocity is being re-evaluated. In this thesis, I review some of the current techniques

used for generating ultra-slow, superluminal, and even stopped light. While ultra-

slow and superluminal group velocities have been observed in complicated systems,

from an applications point of view it is highly desirable to be able to do this in a

solid that can operate at room temperature. I describe how coherent population os-

cillations can produce ultra-slow and superluminal light under these conditions. In

addition, I explore the information (or signal) velocity of a pulse in a material with

large dispersion. Next, I am able to demonstrate precise control of the pulse velocity

in an erbium-doped fiber amplifier. I extend this work to study slow light in an SBS

fiber amplifier. This system has much larger bandwidth and can produce much longer

fractional delays, and therefore has great potential to control the group velocity for

applications in all-optical delay lines. Finally, I investigate numerically and exper-

imentally the stability of ring-shaped beams with orbital angular momentum in a

material with a saturable nonlinearity.
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Chapter 1

Introduction

“And God saw the light, that it was good . . .” — Genesis 1:4

For over 100 years, the problem of how a wave travels through a dispersive material

is one that has been studied in great detail [1–3]. Recent interest in this problem has

been sparked by the discovery of systems that have high dispersion, yet allow a pulse

to propagate relatively undistorted. In addition, these new systems have relatively low

loss so the pulse dynamics are easy to observe. However, until now, all of the systems

that have been developed to generate slow or fast light are fairly complicated and

difficult to implement. Specifically, these experiments are done in ultra-cold or hot

atomic vapors or in solids at liquid helium temperatures. They also require precisely

tuned and highly stable laser systems. For real-world applications, such complicated

systems are a liability. In this thesis, I explore better ways to produce slow and fast

1
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light—methods that work in a room-temperature solid-state material.

1.1 Velocities of Light

Before any discussion can begin on the techniques used to change the speed of light,

it is important to define the characteristic velocities of light. In this section, I will

introduce five important velocities of an electro-magnetic wave in a material: the

phase velocity, the group velocity, the centro-velocity, the energy-transport velocity,

and the signal or information velocity. This is certainly not a complete list. In fact,

there are at least eight characteristic velocities of light propagation [4, 5]. However,

usually only a few of these are distinct in any given system.

1.1.1 Phase and Group Velocity

It is believed that Lord Rayleigh was the first to note the difference between the phase

and group velocity [1]. The phase velocity of a monochromatic wave in a dispersive

medium is defined as the velocity of points of constant phase. If the complex electric

field is given as

E(z, t) = E0e
i(kz−ωt)

= E0e
ik(z−ω

k
t), (1.1)
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Figure 1.1: The dispersion diagram for electro-magnetic waves travelling in a

vacuum.

the points of constant phase will travel at a velocity

vp =
ω

k
, (1.2)

where k is the wavenumber and ω is the angular frequency. This thought is frequently

expressed in terms of a refractive index n0, where vp = c/n0. If the field is not

monochromatic, another velocity associated with wave propagation becomes relevant.

This velocity, the group velocity, is defined as

vg =
dω

dk
. (1.3)

In a vacuum, the group velocity is equal to the phase velocity (Fig. 1.1) since all

frequency components travel at the same speed (c). However, in general the group
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velocity will be different from the phase velocity. If the electromagnetic field interacts

with the material at any frequency the material becomes dispersive at all frequencies,

and the group velocity no longer exactly equals the phase velocity. In fact, near

an optical resonance, the group velocity can be negative (Fig. 1.2). While usually

ω

�

�

��

ω�

������
��������� !"#$

Figure 1.2: A dispersion curve containing a material resonance indicating the

values for the phase and group velocity at a given frequency. The phase velocity is

given by vp = ω0/k0. The group velocity is the inverse of the slope of the dispersion

curve at the frequency ω0.

identified with the velocity of a pulse, the group velocity can be thought of as the

speed of the propagating temporal interference pattern produced by multiple spectral

components. For a pulse with a central frequency ω0, the group index is given as

ng(ω0) =
c

vg

= c
dk

dω

= c
d (ωn(ω0)/c)

dω

= n(ω0) + ω0
dn(ω0)

dω
. (1.4)
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1.1.2 Centro-velocity

The centro-velocity, as first introduced by Smith [4], is the velocity of the temporal

center-of-mass of the pulse intensity. Formally it is defined as

vc =

∣∣∣∣∣∇
(∫ ∞

−∞
tE2(r, t)dt

∫ ∞

−∞
E2(r, t)dt

)∣∣∣∣∣

−1

(1.5)

where E(r,t) is the electric field over all space. In most cases, this velocity is equal to

the group velocity except when a pulse experiences some asymmetric pulse distortion.

The centro-velocity is actually very useful in that it is always defined, unlike the group

velocity, for pulses that are badly distorted or broken up into multiple pulses. It also

has the advantage that it can be easily measured.

1.1.3 Energy-Transport Velocity

The velocity at which electro-magnetic energy is transmitted through a material is

complicated by the fact that some of the energy is stored in the material and the rest

is contained in the electromagnetic field. Formally, it can be defined as the ratio of

the Poynting vector to the stored energy density of the wave, or

ve = S/W. (1.6)

However, it has been shown by Loudon that this velocity is equal to the group ve-

locity in a non-absorbing dielectric, but is different in the presence of absorption [6].
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Specifically, he was able to write the closed form expression

ve =
c

nr + 2ωni/Γ
, (1.7)

where Γ is the oscillator damping coefficient of a Lorentz material and nr and ni are

the real and imaginary parts of the refractive index (see Appendix B). Loudon also

noted that this velocity is bounded by c. Not surprisingly then, other authors claim

that the energy velocity is equal to the signal velocity in many cases [2, 7, 8].

1.1.4 Information Velocity

The concept of signal or information velocity becomes particularly important in a

material with anomalous dispersion. This concept was first introduced by Sommerfeld

and Brillouin because of concerns that superluminal pulse propagation in a material

with anomalous dispersion could contradict the predictions of special relativity [2].

They noted that a distinction had to be made between the group velocity and the

information velocity. However, unlike the other velocities, the information velocity is

difficult to define because of the difficulty in defining “information.” Attempting to

answer this question, Brillouin defined a signal as “. . . a short isolated succession of

wavelets, with the system at rest before the signal arrived and also after it has passed.”

From this definition, Brillouin calculated the field of a square pulse through a material

with a single Lorentz resonance. This calculation led to the prediction of Brillouin

(high frequency) and Sommmerfeld (low frequency) forerunners or precursors. Both
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Brillouin and Sommerfeld assumed that it was not possible to detect precursors, and

they found that the signal velocity is equal to the group velocity in regions of normal

dispersion. In regions of anomalous dispersion where the group velocity exceeds c,

they found that the signal velocity is still bounded by c, but has a maximum at the

resonant frequency of the Lorentz atom. However, the assumption that it is impossible

to detect precursors has since been shown to be incorrect [9, 10]. Conversely, Smith

found that the signal velocity actually has a minimum at the resonance frequency [4].

More recently, Oughstun and Sherman gave a very rigorous discussion of electro-

magnetic wave propagation in a dispersive material [7]. They agreed with Smith that

the signal velocity is minimum at the resonance frequency, but they found, contrary

to the view of Sommerfeld and Brillouin, that the signal velocity can be well defined.

Nevertheless, Sommerfeld makes a very good point when he states [2]:

It can be proven that the signal velocity is exactly equal to c if we assume

the observer to be equipped with a detector of infinite sensitivity, and this

is true for normal or anomalous dispersion, for isotropic or anisotropic

medium, that may or may not contain conduction electrons.

Therefore, if it is possible to note the exact moment when the electric field becomes

non-zero, we have effectively detected the signal, and the signal velocity must be equal

to c.

Still others have argued that information velocity is equal to the group velocity

even when the group velocity is superluminal [11]. However, Stenner et al. have
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presented compelling evidence that the information velocity is less than or equal to

c in a material where the group velocity is negative [12]. They sent two different

types of pulses into a system with large anomalous dispersion—a ‘1’-pulse that would

suddenly jump to a higher value at the peak, and ‘0’-pulse that would rapidly drop

to zero at the peak. They found that despite sending these pulses through a material

with negative group velocity, it was not possible to distinguish between a ‘1’ or ‘0’

early. The information contained in the type of pulse sent into the material could

not be discerned before you could distinguish the pulses in vacuum. We will consider

these claims more closely in a later chapter.

1.2 Kramers-Kronig Relations

While some of the systems developed to produce large group velocities are rather

exotic, they need not be. Rather, all that is necessary is to have a system where the

refractive index changes rapidly as a function of frequency. This is usually done in a

material which is at or near a resonance with the applied optical field. To see why

this is so, we consider the Kramers-Kronig relations (see derivation in Appendix A)

nr(ω) = 1 +
c

π
P

∫ ∞

0

α(s)

s2 − ω2
ds, (1.8a)

α(ω) = −4ω2

πc
P

∫ ∞

0

nr(s) − 1

s2 − ω2
ds. (1.8b)



CHAPTER 1. INTRODUCTION 9
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Figure 1.3: The absorption and refractive index are related through the Kramers-

Kronig Relations. A narrow spectral hole will produce strong normal dispersion.

which relate the real part of the refractive index to the absorption within the material.

From a simple analysis of these equations, one can show that a narrow dip in an

absorption spectrum will produce strong normal dispersion (dn/dω À 0), whereas

a peak or gain will produce anomalous dispersion (dn/dω ¿ 0). I illustrate the

former case in Fig. 1.3. Since the group index of a pulse is given in Eq. (1.4) as

ng = n0 + ω dn
dω

, if the dispersion is large, the group index can also be large (either

positive or negative).

Therefore, the key to producing a slow (or fast) light material is to find some

physical process which has a strong, but narrow spectral feature. Such a feature, by

the Kramers-Kronig relations, will produce the large dispersion necessary for slow or

fast light.
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1.3 Ultra-Slow and Stopped Light

It has long been known that a rapid change in the refractive index near a material

resonance leads to a large value of the group index [2,3,13]. However, in these situa-

tions strong absorption accompanies the low group velocity making the experimental

observation of these effects difficult although not altogether impossible. In the first

experimental observation of slow and fast light propagation in a resonant system [14],

laser pulses propagated without appreciable shape distortion, but experienced very

strong resonant absorption (∼ 105 cm−1).

To reduce absorption, most of the recent work on slow light propagation has made

use of the technique of electromagnetically induced transparency (EIT) to render

the material medium highly transparent (Fig. 1.4) while still retaining the strong

dispersion required for the creation of slow light [15–17]. These spectral features can

be so narrow that pulses are considered to be “ultra-slow.” Using this technique,

Kasapi et al. [18] observed a group velocity of vg = c/165 in a 10-cm-long Pb vapor

cell.

Interest in this field really exploded when Hau et al. [19] observed a group velocity

of 17 m/s in a Bose-Einstein condensate (BEC). However, it has since been shown

that ultra-slow group velocities are possible in more traditional states of matter. Kash

et al. [20] also used an EIT technique to measure a group velocity of 90 m/s in a hot

rubidium vapor. Using similar techniques, Budker et al. [21] have inferred group

velocities as low as 8 m/s.
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./0
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ω3
ω4

Figure 1.4: To produce EIT, a strong control beam (ωp) is applied between levels

|1〉 and |2〉. This effectively splits level |2〉 so that a probe beam sees reduced

absorption over a very narrow spectral range.

In the first demonstration of ultra-slow light in a solid, Turukhin et al. [22] have

observed a velocity of 45 m/s in a praseodymium doped Y2SiO5 crystal. They again

used EIT techniques, but in order to maintain ground state coherence, the sample

had to be cooled to a cryogenic temperature of 5 K.

It has also been demonstrated that it is possible to stop or store a pulse of light

and then ‘release’ it at a significantly later time [23–25]. Such devices could have

applications in optical memories and optical computing. A dynamically controlled

photonic band gas is one particularly promising technique developed by Bajscy et

al. [25]. The key feature of this technique consists of two counter-propagating lasers

that are tuned to the control field frequency in an EIT system to form periodic regions

where a probe field will see reduced absorption. With only one control field present,

the pulse enters the material. The second field is then applied which ‘traps’ the probe

inside the photonic lattice. It can then be released again by turning off one of the

control fields. The intriguing part of this technique is that the photonic component
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of the pulse never disappears; it is truly a case of stopped light.

1.4 Fast Light

There has also been considerable experimental work in the production of fast light

[26, 27]. Akulshin et al. have observed a group velocity of −c/23,000 using electro-

magnetically induced absorption [28]. More recently, Kim et al. [29] used the same

technique and observed a group velocity of −c/14,400. Another technique is gain-

assisted superluminal light propagation which was first proposed by Steinberg and

Chiao [30]. In this technique, a probe pulse is tuned between the gain lines produced

by two pump beams. The probe sees less gain between these lines, and correspond-

ingly large anomalous dispersion. Later Wang et al. demonstrated a group velocity of

−c/310 using this method [31]. Stenner et al. [12] (who we mentioned in the context

of information velocity) used a slightly modified version of the gain-assisted superlu-

minal light propagation technique to produce pulse advancements that were nearly

11% the width of the pulse (vg = −c/19.6).

Another form of fast light is superluminal barrier tunnelling. The possibility that

a particle may be able to tunnel through a barrier in a time independent of barrier

width has been a point of controversy for many years [32–35]. Recently, Steinberg et

al. [36] measured the tunnelling time of a single photon through a 1-D photonic band

gap material and found that the photon appears on the far side of the barrier ∼1.5 fs

earlier than had it been travelling in vacuum. In addition, Spielman et al. [37] found



CHAPTER 1. INTRODUCTION 13

that pulse propagation time through a photonic band gap material is independent of

the length of the material. These apparent violations of causality were resolved by

Winful [38,39] who showed that for relatively long pulses, the field of the transmitted

pulse through a barrier can adiabatically follow the incident pulse with almost no

delay. However, if the pulse is too narrow, the output field can not follow the input

field and no superluminal pulse advancement can be seen.

1.5 Stability of 2-D Spatial Solitons

I also did extensive theoretical and experimental work on 2-D spatial solitons. Optical

spatial solitons (self-trapped light filaments) [40] hold great promise for many applica-

tions in modern optical technology such as photonics and optical computing [41,42].

Recently, there has also been considerable interest in the formation of higher-order

spatial solitons [43], that is, solitons possessing complex transverse structure lead-

ing to radial and/or azimuthal nodes of the field distribution. Beams that have a

ring-shaped intensity pattern and carry orbital angular momentum are of particular

interest because of their increased information content and their greater power han-

dling capabilities [44]. Such beams have an eimφ field dependence and carry mh̄ of

orbital angular momentum per photon [45,46]. The entanglement of photons with or-

bital angular momentum has generated considerable interest [47–49]. Orbital angular

momentum provides an infinite number of quantum states that may be entangled, and

thereby may find applications in the field of quantum information such as quantum
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cryptography.

However, it is well established that self-trapped beams (that is, (2+1) dimensional

waves) are unstable in a homogeneous Kerr medium [50]. Ring-shaped solitons are

more resistant to whole-beam collapse, but these beams have been shown to have

strong azimuthal instabilities in both a saturable Kerr medium and in a material with

a competing quadratic
(
χ(2)

)
and cubic

(
χ(3)

)
nonlinearity [51,52]. Specifically, these

solitons are most likely to break up into 2m filaments that drift away tangentially

from the original ring [51].

Several techniques have been proposed and implemented for increasing the stabil-

ity of spatial solitons, including the use of saturable nonlinear materials [53], geome-

tries with restricted dimensionality [54], non-paraxial beams [55], and multicompo-

nent (vector) solitons [56–60]. The components of a vector soliton can be orthogonal

polarizations [61,62], fundamental and second harmonic components [63], or any two

mutually incoherent beams [64]. The stability of spatial vector solitons has also been

the subject of active investigation over the past several years [65, 66]. However, the

existence and stability of ring-shaped vector solitons remains an open question.

It has been shown that it is possible to stabilize scalar ring solitons in a competing

cubic-quintic
(
χ(3) − χ(5)

)
medium if there is enough power in the beam [67–71]. It

was found by Towers et al. that the stability regions of an m = 1, 2 soliton take up

9% and 8% of their corresponding existence regions [68]. It has also been shown that

it is possible to stabilize high-power m = 1, 2 solitons in a material with a quadratic
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nonlinearity [72, 73]. However, in all nonlinear models, it is believed that any 2-D

soliton with orbital angular momentum m ≥ 3 or any 3-D soliton with m ≥ 2 is not

stable [74,75].

This problem has been extensively studied analytically and numerically in the

literature. However, very little has been done experimentally to study this instability.

Rings with m ≤ 2 have been studied in photorefractive [76] and quadratic materials

[77], and atomic vapors [78, 79]. However, we know of no experimental studies of

beams with large (m > 2) orbital angular momentum numbers. Of particular interest,

Minardi et al. have shown that it may be possible to use the individual solitons

generated in the break-up of vortex beams to perform optical algebraic operations [80].

It is thus of considerable importance to determine how stable ring beams are in

propagating through a nonlinear optical material.



Chapter 2

Coherent Population Oscillations

“Truly the light is sweet . . .” — Ecclesiastes 11:7

All of the techniques for producing both fast and slow light discussed in the last

chapter require complicated experimental set-ups and/or low temperatures. However,

it is important in developing applications that these large group indices can be pro-

duced in a room-temperature solid. It is this feature which makes it attractive to use

the “holes” or “anti-holes” that are formed in homogenously broadened absorption

lines as a result of coherent population oscillations.

Spectral holes due to coherent population oscillations were first predicted in 1967

by Schwartz and Tan [81] from the solution of the density matrix equations of motion

and has been described in greater detail by subsequent authors [82–84]. In 1983,

Hillman et al. [85] observed such a spectral hole in ruby. In their experiment, they

16
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used an argon-ion laser operating at 514.5 nm to pump population from the ground

state to the broad 4F2 absorption band. Population decays from this level within a few

picoseconds to the metastable 2A and E levels and eventually returns to the ground

level with a decay time T ′
1 of a few milliseconds. A second probe beam (or amplitude

modulation side-bands) will beat with the pump and cause the electron population

to oscillate between the ground and metastable level. Because the decay time is so

long, this oscillation will only occur if the beat frequency (δ) between the pump and

probe beams is small so that δT1 ∼ 1. When this condition is fulfilled, the pump

wave can efficiently scatter off the temporally modulated ground state population

into the probe wave, resulting in reduced absorption of the probe wave. The spectral

hole created is centered at the laser frequency and has a width of approximately

the inverse of the population relaxation time. Hillman et al. [85] used modulation

spectroscopy to observe this feature and measured its width to be 37 Hz (HWHM).
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Figure 2.1: (a) A simplified version of the energy levels in ruby. Because of the

rapid decay into level c, we can model this system as the two-level atom shown in

(b).

To analyze the situation in ruby mathematically, I refer to the ground state as

level a, the 4F2 absorption band as level b, and the levels 2A and E as level c, as
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illustrated in Fig. 2.1(a). Because of the rapid decay of level b, it is possible to reduce

this system to a two-level system shown in Fig. 2.1(b). The density matrix equations

of motion for this system are given by [86]

ρ̇ba = −
(

iωba +
1

T2

)
ρba +

i

h̄
Vbaw, (2.1a)

ẇ = −w − w(eq)

T1

− 2i

h̄
(Vbaρab − Vabρba) , (2.1b)

where w is the population inversion, T1 = T ′
1/2 is the ground state recovery time, T ′

1

is the lifetime of level c, T2 is the dipole moment dephasing time, and w(eq) is the

population inversion of the material in thermal equilibrium. The distinction between

T1 and T ′
1 has been discussed by Sargent [82]. The interaction Hamiltonian in the

rotating-wave approximation is given by Vba = −µba (E1e
−iω1t + E3e

−iω3t) , where E1

and E3 are the pump and probe field amplitudes, respectively, µba is the dipole matrix

element, and ω3 = ω1 + δ. We seek a solution to the density matrix equation that is

correct to all orders in the amplitude of the strong pump field and is correct to lowest

order in the amplitude of the probe field. In this order of approximation I represent

the population inversion as

w(t) = w(0) + w(−δ)eiδt + w(δ)e−iδt, (2.2)
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where w(0) and w(±δ) are given in Ref. [83] as

w(0) =

[
1 + (ω1 − ωba)

2 T 2
2

]
w(eq)

1 + (ω1 − ωba)
2 T 2

2 + Ω2T1T2

, (2.3a)

w(±δ) =
γ

2T1

1 ∓ iδ/β

δ2 + β2
, (2.3b)

where we have defined

γ =
4T2|µab|2

h̄2
[
1 + (ω1 − ωba)

2 T 2
2

] (2E1E3) , (2.4)

β =
1

T1

+
4T2|µab|2

h̄2

(
E2

1

)
=

1

T1

(
1 + Ω2T1T2

)
, (2.5)

and the Rabi frequency

Ω ≡ 2|µab||E1|
h̄

(2.6)

to simplify notation. The response at the probe frequency can be represented as [83]

ρba(ω1 + δ) =
µba

h̄

E3w
(0) + E1w

(δ)

ω1 − ωba + i/T2

. (2.7)

Note that the first term corresponds to the interaction of the probe wave with the

static part of the population difference (i.e. saturable absorption), whereas the second

term represents the scattering of the pump wave off the temporally modulated ground

state population. This contribution leads to decreased absorption at the probe fre-

quency, that is, to a spectral hole in the probe absorption profile. To demonstrate
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this effect, I simplify Eq. (2.7) by assuming that ω1 = ωab, that T−1
2 is large compared

to the Rabi frequency and to the beat frequency δ ≡ ω3 − ω1, and that w(eq) = −1,

to find

ρba(ω1 + δ) =
iµbaE3T2

h̄

(
1

1 + Ω2T1T2

−Ω2T2

T1

1 + iδ/β

δ2 + β2

)
. (2.8)

We can see from the above expressions that β is the linewidth of the spectral hole.

Therefore, the amplitudes of the population oscillations are appreciable only for δ ≤

1/T1.

We can determine the linear susceptibility through use of Eq. (2.8) by means

of the relation χ(δ) = Nµbaρba(ω3)/E3 and, consequently, find expressions for the

absorption and the refractive index experienced by the probe field as

α(δ) =
α0

1 + I0

[
1 − I0 (1 + I0)

(T1δ)
2 + (1 + I0)

2

]
, (2.9a)

n(δ) = 1 +
α0c

2ω1

I0

1 + I0

[
T1δ

(T1δ)
2 + (1 + I0)

2

]
, (2.9b)

where I0 = I1/Isat ≡ Ω2T1T2 is the normalized pump intensity and α0 is the unsatu-

rated absorption coefficient.

We can plot Eqs. (2.9a) and (2.9b) under general conditions to find how it changes

with pump power. In Fig. 2.2 we can see both the power-broadened spectral hole

caused by coherent population oscillations and the decrease in total absorption from

saturable absorption. These spectral holes correspond to rapid changes in the refrac-

tive index as a function of frequency (Fig. 2.3). We can infer from Fig. 2.3 that the
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Figure 2.2: The absorption (in units of α0) seen by the probe beam caused by

coherent population oscillations found by plotting Eq. (2.9a).

dispersion is optimal when the pump intensity is equal to the saturation intensity

(I0 = 1). However, further analysis is necessary to verify this.

To find the group index we can rewrite Eq. (1.4) to get

ng = n(δ) + ω1
dn

dδ
. (2.10)

This equation describes the propagation of spectrally narrow-band pulses centered at

the pump frequency ω1. For broad-band pulses, higher-order dispersion effects need

to be taken into account [8]. Some of our experimental results were obtained through
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Figure 2.3: The refractive index change (in units of α0λ) seen by the probe beam

caused by coherent population oscillations found by plotting Eq. (2.9b).

use of modulation techniques such that the optical field contained only a carrier wave

(to act as the pump that creates the hole) and two sidebands (to act as probes).

Since this field contains discrete frequencies rather than a continuum of frequencies,

a generalized form of Eq. (2.10) describing the propagation of the modulation pattern

through the material is given by nmod
g = n1 + ω1 [n(δ) − n(−δ)] /2δ, where n1 is the

refractive index experienced by the pump. Combining this with Eq. (2.9b), I obtain

nmod
g = n1 +

α0cT1

2

I0

1 + I0

[
1

(1 + I0)
2 + (T1δ)

2

]
. (2.11)
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For off-resonance modulations (δ À 1/T1), the modulation index reduces to nmod
g ≈

n1. Close to resonance, the expected fractional delay of the modulation as the beam

propagates a distance L is

ϕmod ' α0LT1

4π

I0

1 + I0

[
δ

(1 + I0)
2 + (T1δ)

2

]
. (2.12)

If we take the derivative of Eq. (2.12) with respect to δ and set it equal to zero, we

find that the modulation frequency which has the largest fractional delay is δmax =

β = (1 + I0)/T1. Putting this result back into Eq. (2.12), we find that for a given

pump intensity, the maximum possible fractional delay is

ϕmod =
α0L

8π

I0

(1 + I0)2
. (2.13)

Again we can find for what values of I0 this expression is maximum. As anticipated

from Fig. 2.3, we find that ϕmod is largest when I0 = 1. Therefore, the largest possible

fractional delay due to coherent population oscillations is

ϕmod
max =

α0L

32π
. (2.14)

However, I0 depends on propagation distance because of pump absorption. As a

result, the optimal input intensity is somewhat above the saturation intensity. In

addition, the modulation frequency where the largest effect occurs (δmax) also changes



CHAPTER 2. COHERENT POPULATION OSCILLATIONS 24

with propagation distance.

Similarly, we can define a relative modulation attenuation [A(δ)] as the difference

between the attenuation of the modulation intensity and the attenuation of the pump

intensity [82,85] or

A(δ) ≡ ln

[
I0(L)

I0(0)

]
− ln

[
Imod(L)

Imod(0)

]
. (2.15)

To find A(δ), we know from Eq. (2.9a) that the modulation intensity satisfies the

equation

dImod(z)

dz
= − α0

1 + I0

[
1 − I0(1 + I0)

(1 + I0)2 + (T1δ)2

]
Imod(z). (2.16)

Likewise, the pump intensity satisfies the equation

dI0

dz
= − α0

1 + I0

I0. (2.17)

Combining Eq. (2.17) with Eq. (2.16) we get

dImod

Imod

=
dI0

I0

− (1 + I0)dI0

(1 + I0)2 + (T1δ)2
(2.18)

which can be exactly integrated to give

ln

[
Imod(L)

Imod(0)

]
= ln

[
I0(L)

I0(0)

]
− 1

2
ln

[
(1 + I0(L))2 + (T1δ)

2

(1 + I0(0))2 + (T1δ)
2

]
. (2.19)
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Therefore, the relative modulation attenuation is

A(δ) =
1

2
ln

[
(1 + I0(L))2 + (T1δ)

2

(1 + I0(0))2 + (T1δ)
2

]
. (2.20)

We use Eqs. (2.11) and (2.20) in the next few chapters to model the results of our

experiments with ruby and alexandrite.

Up to this point, we have been treating the issue of coherent population oscillations

purely in the frequency domain. However, it is useful to consider the time domain

in order to understand the delay that a pulse may experience. Consider a strong

pulse that is incident on a saturable absorber. The leading edge of the pulse will

experience absorption and saturate the material. Consequently, the back of the pulse

will see reduced absorption with the net result being that the re-shaped pulse is shifted

backwards in time. Therefore, slow light due to coherent population oscillations may

be equivalent to the Basov effect [87].
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Slow Light in Ruby

“Where is the way where light dwelleth?” —Job 38:19

We can utilize the results of the previous chapter to explicitly consider the effects

of coherent population oscillations in ruby. In essence, we have repeated the work of

Hillman et al. [85], but have extended their work to include the time domain. The

work described in this chapter has been published in Physical Review Letters [88].

Our experimental setup is shown in Fig. 3.1. I used a single-line argon-ion laser

operating at 514.5 nm as the laser source. The beam passed first through a variable

attenuator and then an electro-optic modulator. The modulator was driven by a func-

tion generator which allowed us to either place a 6% sinusoidal amplitude modulation

on the beam or produce long (∼ ms) pulses with almost no background intensity. For

all pulse lengths, these pulses had a peak power of 0.28 W with a background that was

26
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less than 4% of that of the peak. A glass slide sent 5% of the beam to one detector for

reference. The beam was then focused with a 40-cm-focal length lens to a beam waist

of 84 µm near the front surface of a 7.25-cm-long ruby rod. Because the center of the

beam experienced less absorption than the edges due to saturation, the beam did not

expand significantly in traversing the ruby. Ruby is a uniaxial crystal, and I rotated

the rod to maximize the interaction. The beam exiting the ruby was incident on a

detector, and the detected signal was stored along with that of the input beam on a

digital oscilloscope. The resulting traces were compared on a computer to calculate

the relative delay and amplitude of the two signals.
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Figure 3.1: The experimental setup used to observe slow light in ruby.

To model the total group delay and modulation attenuation observed in our ex-

periments, I first numerically calculated the value of I0 throughout the length of the

crystal. As discussed in the last chapter, the pump beam intensity depends on the

propagation distance through the ruby as

dI0(z)

dz
= − α0

1 + I0

I0. (3.1)
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Using the accepted value of 1.5 kW/cm2 [89] for the saturation intensity of ruby at

514.5 nm, I integrated Eq. (3.1) numerically to find I0(z). Combining this function

with our theoretical model for the dispersion [Eqs. (2.11) and (2.20)], I could fit the

total delay and the relative modulation attenuation measured in our experiment. I

assumed α0 and T1 to be free parameters and found the values of α0 = 1.17 cm−1 and

T1 = 4.45 ms. These values are in the range found by Cronemeyer [90] and others.

The total transmission in our experiments was on the order of 0.1%.
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Figure 3.2: The relative modulation attenuation A(δ) with respect to the pump

as a function of modulation frequency for input pump powers of 0.1 and 0.25 W.

The solid lines represent the theoretical model of Eq. (2.20).

In Fig. 3.2, I show the measured relative modulation attenuation and compare it

with the numerical solution of Eq. (2.20). In the limit in which the pump field becomes

very weak, the spectral hole has a width of 1/(T12π) or about 35.8 Hz (HWHM). As

the input power is increased, the hole experiences power broadening. This result is in
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good agreement with the characteristics of the spectral hole that Hillman et al. [85]

found in a 1 cm ruby.
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Figure 3.3: Observed time delay as a function of the modulation frequency for

input pump powers of 0.1 and 0.25 W. The inset shows the normalized 60 Hz input

(solid line) and output (dashed line) signal at 0.25 W. The 60 Hz signal was delayed

612 µs corresponding to an average group velocity of 118 m/s.

This spectral dip causes an amplitude modulated beam to experience a large

group index. I show the delay experienced by the modulation in Fig. 3.3 for input

pump powers of 0.1 and 0.25 W. I observed the largest delay, 1.26 ± .01 ms, with

an input pump power of 0.25 W, which corresponds in Fig. 3.2 to the power where

the spectral hole is deepest but still very narrow. The inferred group velocity at this

power is 57.5 ± 0.5 m/s. Note that the group velocity can be controlled by changing

the modulation frequency or the input intensity. I found the nature of the effect to

be strongly intensity dependent in that by moving the ruby a small distance from
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the focus I could greatly decrease the measured delay. As a check of my results, I

found that the time delay would completely disappear if I moved the ruby far from

the focus. Note that the modulation frequency with the largest fractional delay was

1/(πT1) ∼ 60 Hz as we would expect. Also, the fractional delay at this frequency

(3.7%) was comparable to what we would expect from Eq. (2.14).

����

�������������

��������

���
��
� !
"
#$%
&"%
' &
(

����

����

)��

����*�

��+�*�

�)+�*�

����*�

,-./-.0-1��

23/-.0-1��

Figure 3.4: The normalized input and output intensities of a 5, 10, 20, and 30 ms

pulse. The corresponding average group velocities of the pulses are 300, 159, 119,

and 102 m/s. The inset shows a close-up of the 20 ms pulse.

Moreover, I have found that it was not necessary to apply separate pump and

probe waves to the ruby crystal in order to observe slow light effects. A single intense

pulse of light was able to provide the saturation required to modify the group index

to provide slow light propagation. These relatively intense pulses can be thought
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of as producing their own pump field and are thus self-delayed. I know of no other

examples where a separate pump beam is not required for generating ultraslow light.

For this experiment, I used the programmable pulse generator to produce gaussian

pulses with a 1/e intensity full width of 1 to 30 ms with almost no background, and

I observed how they were delayed in propagating through the ruby. I found that the

longer pulses also had the longer delays with the center of mass of a 30 ms pulse

delayed by 0.71 ms with little pulse distortion. I show this result and those for other

pulse lengths in Fig. 3.4. While the theory developed in the last chapter, which

assumed the presence of distinct CW pump and probe fields, does not model this

pulsed experiment directly, that theory can be used to gain some intuition regarding

the experiment. For instance, we would expect longer pulses, which contain lower

frequency components, to experience longer delays. In addition, very short pulses

with high frequency components would be expected to travel through the ruby with

very little delay. As can be seen in Fig. 3.4, this insight is correct.



Chapter 4

Fast Light in Alexandrite

“. . . the light is short because of darkness.” — Job 17:12

Whereas a spectral hole from coherent population oscillations in a homogenously

broadened absorption line can cause slow light, an “anti-hole” should cause fast light.

Such an anti-hole with a measured width of 612 Hz was observed by Malcuit et al. in

alexandrite at 457 nm [91]. This “anti-hole” forms instead of a hole since alexandrite

is inversely saturable from roughly 450-510 nm due to excited state absorption [92].

However an anti-hole is not the only feature that can be seen within that wavelength

range. Alexandrite is formed by doping a BeAl2O4 crystal with Cr3+ ions, and these

ions replace the Al3+ ions [93]. However, not all of the ion sites are identical. Namely,

78% of the sites occupied by the Cr3+ ions have mirror symmetry (Cs), and the rest

have inversion symmetry (Ci) [94]. As a result, the ground-state absorption cross

32
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sections σ1, population relaxation times T1, and the saturation intensities Is ≡ h̄ω
σ1T1

are different at each site (see Fig. 4.1). Ions at mirror sites have a relaxation time

of 290 µs, and ions at inversion sites have a relaxation time of ∼50 ms [94]. The

measurements suggest that the mirror-site ions have a large excited-state absorption

cross section σ2, whereas the inversion-site ions experience negligible excited-state

absorption. I reached this conclusion because the width of the anti-hole (which is a

consequence of excited-state absorption) is the inverse of 290 µs whereas the width of

the spectral hole (which does not involve excited-state absorption) is approximately

the inverse of 50 ms. The relative size of the hole or anti-hole depends on the absorp-
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Figure 4.1: The crystal structure of alexandrite looking along the c axis, after

Ref. [93]. The arrows indicate the locations of ion sites that have mirror or inversion

symmetry. On the right are the corresponding energy-level diagrams for Cr3+ ions

at the different sites. Mirror-site ions experience excited-state absorption and have

a population relaxation time of 260 µs. Inversion-site ions have negligible excited-

state absorption and a much longer population relaxation time (∼50 ms).
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tion cross sections for each site at a given wavelength.

The setup for this experiment was nearly identical to what is shown in Fig. 3.1.

However this time I operated the argon-ion laser at either 457, 476, or 488 nm. Also,

the beam was focused with a 20-cm-focal length lens and the alexandrite crystal was

4.0 cm long. The orientation of the crystal was such that the light was polarized

parallel to the a axis. The transmitted beam went through an interference filter to

remove any signal caused by the fluorescence from electrons decaying from 2E to the

ground state and then fell onto a detector. The detected signal was stored along with

that of the reference beam on a digital oscilloscope, and the resulting traces were

compared on a computer to calculate the relative delay and amplitude of the two

signals.

To model our results, I considered the influence of ions at both the inversion sites

and the mirror sites. In addition, the absorption cross sections should be different at

different wavelengths. For a given wavelength and a given ion site, we can refer to

Eqs. (2.9) to find the refractive index and probe beam absorption as functions of the

probe beam detuning δ,

n(δ) = 1 +
α0c

2ω1

I0

1 + I0

[
δT1

(T1δ)
2 + (1 + I0)

2

]
,

α(δ) =
α0

1 + I0

[
1 − I0 (1 + I0)

(T1δ)
2 + (1 + I0)

2

]
,

Since the mirror-site ions experience excited-state absorption, I can replace the un-
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saturated absorption coefficient α0 for these sites with N(σ1 −σ2), where N is the ion

density. Also, I assume that the inversion-site ions experience negligible excited-state

absorption and have a different saturation intensity than mirror-site ions. Now I can

modify Eqs. (2.9) by including a term from both the mirror sites and the inversion

sites to get

n(δ) = 1 +
Nc

2ω1

{
ρm(σ1,m − σ2,m)

I0,m

1 + I0,m

[
T1,mδ

(T1,mδ)2 + (1 + I0,m)2

]

+ρiσ1,i
I0,i

1 + I0,i

[
T1,iδ

(T1,iδ)
2 + (1 + I0,i)

2

]}
, (4.2)

α(δ) =
ρmN(σ1,m − σ2,m)

1 + I0,m

[
1 − I0,m(1 + I0,m)

(T1,mδ)2 + (1 + I0,m)2

]
+ Nρmσ2,m

+
ρiNσ1,i

1 + I0,i

[
1 − I0,i(1 + I0,i)

(T1,iδ)
2 + (1 + I0,i)

2

]
, (4.3)

where the subscripts m or i indicate the parameter is for the mirror or inversion

sites and ρ is the percentage of ions at a given site. As I did for ruby, I calculated

numerically the intensity throughout the crystal and used these equations to find the

expected delay and attenuation of the modulated signal. I found the best fit for the

data using the parameters N = 9× 1019 cm−3, T1,m = 280 µs, and T1,i = 19 ms. The

discrepancy between T1,i in our model and in the literature (19 ms compared with 50

ms) may possibly be explained by the temperature dependence of T1 in alexandrite

[94]. The rest of these parameters are within the range of accepted values [92, 94]. I
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give the absorption cross sections that I used for each wavelength below. This work

has been published in Science [95].
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Figure 4.2: The (a) relative modulation attenuation and (b) delay found in a 4-cm

alexandrite crystal at a wavelength of 457 nm with a pump power of 320 mW. The

observed negative time delay corresponds to superluminal propagation. The solid

lines indicate the results of the theoretical model.

We independently measured the probe absorption and modulation delay as func-

tions of frequency, and then display both of them to demonstrate the self-consistency

of the experimental data. These results are summarized in Figs. 4.2 through 4.4. In

Fig. 4.2, I show the relative modulation attenuation (as defined in Chap. 2) and the
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modulation delay for a pump power of 320 mW at a wavelength of 457 nm. This is

the original wavelength used by Malcuit et al. [91]. At this wavelength, the absorp-

tion is almost completely dominated by the mirror sites. As a result, the modulation

attenuation that I saw is comparable to what was observed by Malcuit et al. However,

there is possibly some small influence of the inversion sites observable primarily in

the negative delay almost going to zero. In the modelling of these results, I used the

values σ1,i = 0.1 × 10−20 cm2, σ1,m = 2.8 × 10−20 cm2, and σ2,m = 4.9 × 10−20 cm2.

We noted that the beam transmission at this wavelength was small (< 0.1%) which

motivated us to look at the other laser lines of the argon-ion laser.

In Fig. 4.3, I again show the relative modulation attenuation and the accompa-

nying delay, only this time at 476 nm and at two different pump power levels. At

this wavelength, the inversion sites play a much larger role, and their influence is

observable both in the small narrow dip in the relative modulation attenuation and

in the corresponding positive delay at low modulation frequencies. This effect is in

good agreement with the work of Schepler [96] who found that the inversion site con-

tribution to the fluorescence intensity becomes significant from about 470-520 nm.

I observed an advancement of the waveform as large as 50 µs which corresponds to

a group velocity of −800 m/s and a group index of −3.75 × 105. The measured

transmission was about 3.5%. In the modelling of these results, I used the values

σ1,i = 0.35× 10−20 cm2, σ1,m = 0.9× 10−20 cm2, and σ2,m = 4.05× 10−20 cm2. Using

these numbers I found reasonably good agreement with the experimental data.
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Figure 4.3: The (a) relative modulation attenuation and (b) delay found in a

4-cm alexandrite crystal at a wavelength of 476 nm with a pump power of 250 and

410 mW. The solid line indicates the results of the theoretical model. The inset in

(b) shows the normalized output signal at 800 Hz leading the input signal by 23.8

µs.

Finally, in Fig. 4.4 I show the same data at a wavelength of 488 nm. At this

wavelength the effect of the inversion sites dominate, and produce a very narrow dip in

the absorption at low frequencies. The peak in the delay shown in Fig. 4.4 corresponds

to an average group velocity of 148 m/s, but I also observed group velocities as low

as 91 m/s with a higher pump power (950 mW). The transmission at this wavelength
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Figure 4.4: The (a) relative modulation attenuation and (b) delay found in a

4-cm alexandrite crystal at a wavelength of 488 nm with a pump power of 250 and

500 mW. The solid line indicates the results of the theoretical model. Note that

ultra-slow propagation occurs for low modulation frequencies (< 60 Hz), and that

superluminal propagation occurs at higher frequencies. The inset in (b) is a close-up

of the same data.

was more than 10%. As can be seen from the insert in Fig. 4.4(b), we have excellent

agreement with our numerical model at this wavelength using the parameters σ1,i =

0.4 × 10−20 cm2, σ1,m = 0.9 × 10−20 cm2, and σ2,m = 3.5 × 10−20 cm2.

These experiments show that it is possible to advance an amplitude modulated

signal. I found that is was also possible to advance a pulse. To do this, I adjusted
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the electro-optic modulator to produce a pulse on the CW beam. The average power

was 330 mW and the pulse had a peak that was 16% of the background power. The

laser was tuned to the 476 nm line because the largest advancement was observed at

that wavelength. I found that the center-of-mass of a 1 ms pulse could be advanced

as much as 43 µs with very little distortion (see Fig. 4.5).
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Figure 4.5: The input (solid) and output (dashed) signal for a 1 ms pulse at 476

nm. The output is advanced by 43 µs.

In conclusion, we have demonstrated that either ultra-slow or superluminal light

propagation can be achieved in the same solid-state material by changing the ex-

citation wavelength. This phenomenon occurs as a result of coherent population

oscillations between the ground and excited states in an alexandrite crystal. We find

that we have to take account of the different absorption characteristics of Cr3+ ions

in mirror or inversion sites to interpret our results.



Chapter 5

Information Velocity in Ruby and

Alexandrite

“We wait for light, but behold obscurity.” — Isaiah 59:9

Because of their simplicity, the systems discussed in the previous chapters are

ideal for studying the information velocity in a material with a large positive or

negative group velocity. While a liability from an applications standpoint, the narrow

linewidths found in these systems allow us to use ruby and alexandrite as a test-bed

to study pulse propagation in detail.

Before any discussion of information velocity can begin, a working definition of

information velocity must be established. It is helpful to first define an information

arrival time. In this work, I define the information arrival time as the earliest possible

41
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time one can observe a “change” in the electromagnetic field that propagates through

a system. This change in the electromagnetic field must correspond to a clear physical

change in the atoms generating the field (e.g. turning on the laser). Therefore, if L

is the distance between where the physical change takes place and the detector, the

information velocity is L divided by the information arrival time. This definition of

information velocity is equivalent to the speed of nonanalytic points as proposed by

Chiao and Steinberg [35]. Obviously, this definition is also the one that Sommerfeld

had in mind when he made the statement I quoted in Chap. 1.

In the next sections, I study how the width of the incident pulse influences the

shape of the transmitted pulse for alexandrite and ruby. We find that as we decrease

the pulse width, higher-order dispersion becomes significant as the bandwidth of the

pulse becomes comparable to the spectral width of the interaction region of the ma-

terial. These higher-order effects cause pulse distortion. When the pulse bandwidth

becomes much larger than the spectral width of the interaction region, the pulse ve-

locity becomes luminal (equal to c/n where n is the background refractive index of the

sapphire or chrysoberyl crystal) and the distortion disappears. In addition, I study

the propagation of nonanalytic pulses and show that the velocity of a discontinuity is

luminal. From these results I conclude that the information velocity is equal to c/n

in both systems.

I should mention that in this chapter that the distinction between a velocity c

and a velocity c/n is not important because the change in the group index due to the
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chromium ions can be as much as six orders of magnitude larger than the background

index. Also, since my input signals are relatively slow, I cannot resolve the difference

in arrival time between c and c/n. Finally, these results are general enough that they

should be scalable. If I could produce (and detect) signals that were fast enough to

be comparable to the response time of the (undoped) crystals, I should see similar

results.

5.1 Impulse Response Function

In this section, I develop a model of pulse propagation for these systems. While it

is possible to fully solve the density matrix equations in ruby and alexandrite [97],

and thereby find how a pulse shape is changed in the interaction, there is a simpler

way. As noted by Macke and Ségard [98], it is possible to model a fast (or slow) light

system with an impulse response function. They found that this model is particularly

useful for the case of multiple resonances, but we can modify their model to fit our

system. In the notation of Macke and Ségard we can write the electric field E(z, t) as

E(z, t) = <
[
E(z, t)eiω0t

]
, (5.1)

where E(z, t) is the complex pulse envelope and ω0 is the mean pulse frequency. The

transmitted pulse envelope after travelling a distance ∆z through a material is related
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to the initial pulse shape through an impulse response function h(t) as

E(z + ∆z, t) = h(t) ⊗ E(z, t), (5.2)

where ‘⊗’ indicates a convolution operation. Correspondingly, we can relate the initial

and final pulse spectra with a transfer function H(Ω) so that

Ê(z + ∆z, Ω) = H(Ω)Ê(z, Ω)

= eΓ(Ω)Ê(z, Ω)

= eF (Ω)eiϕ(Ω)Ê(z, Ω), (5.3)

where Γ(Ω) is the complex gain factor, F (Ω) is the real amplitude absorption factor,

and ϕ(Ω) is the complex phase. The pulse envelope spectrum Ê(z, Ω) is the Fourier

transform of the pulse envelope, and likewise, the transfer function H(Ω) is the Fourier

transform of the impulse response function. As an example, we consider a material

with a single resonance. If we assume that ω0 is equal to the resonance frequency,

the complex gain factor becomes

Γ(Ω) = − α∆z/2

1 + iΩ/γ
, (5.4)

where α is the intensity absorption coefficient and γ is the relaxation rate.

The system we want to model is only slightly more complicated. We do not
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have a single resonance line, but the spectral hole (or anti-hole) caused by coherent

population oscillations is Lorentzian. As a result, the functional form is the same.

Using Eq. (2.9a), we can see that the complex gain factor is

Γ(Ω, I0) =
α0∆z

2(1 + I0)

[
1 − I0

(1 + I0) + iT1Ω

]
, (5.5)

where, as before, α0 is the unsaturated intensity absorption coefficient, I0 is the

normalized pump intensity, and T1 is the population relaxation time. Note that,

unlike the case with a resonance line [Eq. (5.4)], the complex gain factor depends on

pump intensity. As a result, the modified pulse shape must be calculated step-wise

throughout the length of the material. From Eq. (5.5), we see that the complex phase

is

ϕ(Ω, I0) =
α0∆z

2

I0

1 + I0

T1Ω

(1 + I0)2 + (T1Ω)2
. (5.6)

From this we can find that the refractive index that a pulse will see over a distance

∆z is

∆n(Ω) =
α0c

ω0∆z

∫ ∆z

0

I0

1 + I0

T1Ω

(1 + I0)2 + (T1Ω)2
dz. (5.7)

Likewise, the amplitude absorption factor is

F (Ω, I0) =
α0∆z

2

[
1

(1 + I0)
− I0

(1 + I0)2 + (T1Ω)2

]
. (5.8)

Correspondingly, we can express the intensity attenuation seen by the pulse (neglect-
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ing background absorption) as

Apulse(Ω) = −α0

∫ ∆z

0

I0

(1 + I0)2 + (T1Ω)2
dz. (5.9)

It can be shown that this expression is equivalent to the relative modulation attenu-

ation (as defined in Chap. 2).

5.2 Pulse Distortion

For a pulse with a bandwidth much smaller than the region of large dispersion, the

output pulse envelope will have the form

E ′(z + ∆z, t) = E(z, t − θ), (5.10)

where θ is the delay of the pulse travelling through the material and E ′(z, t) is the

output field envelope that has been normalized to ignore background absorption. The

value for θ can be defined as the delay of the center-of-mass of the envelope of the

output pulse [98], but due to the nature of the distortion found in my experiments, I

found it most useful to set the value of θ equal to the delay of the peak of the pulse.

If the bandwidth of the pulse starts to become significant relative to the range of

large dispersion, we should expect that the pulse will become distorted. The degree

of pulse distortion can be characterized in a slightly modified form of Eq. (22) in
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Ref. [98] as

D =

(∫ +∞

−∞
||E ′(z + ∆z, t)|2 − |E(z, t − θ)|2|dt

∫ +∞

−∞
|E(z, t)|2dt

) 1

2

. (5.11)

Note that D is equal to zero when the pulse is undistorted. This equation, when

applied to our results, produces an offset from zero due to noise. Nevertheless, I

found that Eq. (5.11) is a useful characterization of the pulse distortion for both

pulse delays or advances (i.e. θ either positive or negative).

5.3 Information Velocity in a Fast Light Material

I first conducted an experiment with gaussian pulses in alexandrite to investigate
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Figure 5.1: The relative modulation attenuation under the conditions used to

study pulse propagation in alexandrite. The solid line is the solution to Eq. (5.9).

the information velocity in a material with a superluminal group velocity. In this

experiment, the pulses are on a large background (580 mW) which acts as the pump,
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and the wavelength of the light was 476 nm because that was the wavelength I had

found to have the largest fractional advancement [95]. The background acts as a pump

with the superimposed pulse acting as a probe. Also, the polarization of the light

was rotated so that the influence of inversion sites (i.e. slow light) was small. This

can be seen in Fig. 5.1 where I again measured the relative modulation attenuation

under this configuration.

I then measured the peak advancement and calculated the distortion [Eq. 5.11] for

a range of different pulse lengths. These results are shown in Fig. 5.2. The fractional

N

OPQRST
UVWXYZ[\]̂_̀Xa

bcd
efgh
idj
klj
mn
opq
di
en
rn
ifs
tu

vwx

OPQRST
UVWXYZ[\]̂_̀Xa
O

OyN

OyT

OyS

OyR

OyQ

OyP

zgmf
hcfg
hi

v{x

O

Q

S

Figure 5.2: (a) The fractional advancement of the peak of a gaussian pulse as a

function of pulse width (FWHM) in alexandrite. (b) The distortion [as defined in

Eq. (5.11)] experienced by the pulse in transmission through the alexandrite as a

function of pulse width.

advancement is defined as the ratio of pulse advancement to pulse width (FWHM).

In Fig. 5.3, the figures in the left column show a representative sample of input

and output intensities of gaussian pulses with several different pulse widths. The

plots in the right column are the numerical results of the impulse response model

with the same parameters as the experiment. As can be seen, the agreement is very
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Figure 5.3: The input (black) and output (gray) intensity for gaussian pulses with

different pulse widths. The left column shows the experiment and the right column

shows the impulse response model. The pulse widths are 1 ms [(a) and (b)], 0.5 ms

[(c) and (d)], 0.25 ms [(e) and (f)], and 16.7 µs [(g) and (h)].
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good. In addition, Fig. 5.3 illustrates the initial increase and then decrease in pulse

distortion as the pulse width is decreased as seen in Fig. 5.2(b).
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Figure 5.4: The spectra (solid lines) and the change in refractive index (∆n)

induced by the strong pump beam (dashed line) for the different pulse widths shown

in Fig. 5.3. The dashed line is the solution to Eq. (5.7). The gray region shows the

range of large anomalous dispersion.

In Fig. 5.4, we compare the initial pulse spectrum with the region of large anoma-

lous dispersion. The change in the refractive index induced by the strong pump beam

[calculated from Eq. (5.7)] is shown as the dashed line. We can see that when the

pulse width is large, most of the spectrum is within the region of large anomalous

dispersion (gray shaded region). Comparing this with Fig. 5.2, we see that this is also

when the fractional advancement is large and the pulse distortion is small. However,

when the pulse width becomes too narrow, the pulse bandwidth becomes too large
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to interact with the spectral feature. As a result, this entire narrow pulse can be

thought of as a ‘front’ which travels at c/n through the alexandrite.

To further study the propagation of fronts, I experimentally investigated the prop-

agation of different pulse shapes in alexandrite. Specifically, I considered two types

of nonanalytic pulses. I chose to look at nonanalytic pulses since Chiao and Stein-

berg [35] have shown that points that are nonanalytic travel exactly at c in any

material. As a result, they equate this velocity with the group velocity.

The intensity profile of the first nonanalytic pulse was

I(t) = Ipeak

{
1 − exp

[
− ln

(
2

2 −
√

2

)
(τp/2)2

t2

]}2

, (5.12)

where τp is the pulse width (FWHM), and Ipeak is the peak intensity. Note that

although this function is nonanalytic at its peak (t = 0), the intensity is continuous

and smooth at that point. As a result, unlike the work of Stenner et al. [12], it is not

possible to trace the point that is nonanalytic since it is only undefined in a purely

mathematical sense. Eq. (5.12) is an example of a function that has points that are

nonanalytic which do not correspond to infinite frequency components in the Fourier

domain.

The same basic pattern that was seen in Fig. 5.3 is visible in these pulses. Again

we see that the long pulses are significantly advanced, and that short pulses have

very little advancement [Fig. 5.5(a)]. Also, we see in Fig. 5.5(b) that the distortion

is largest at pulses at intermediate widths. We note that the maximum observed
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Figure 5.5: (a) The fractional advancement of a nonanalytic pulse as a function of

pulse width in alexandrite. (b) The distortion [as defined in Eq. (5.11)] experienced

by the pulse in transmission through the alexandrite as a function of pulse width.

distortion for these pulses is slightly larger than what was observed for gaussian

pulses.

I show in Fig. 5.6 what these pulses look like before and after they travel through

alexandrite. They resemble super-gaussian pulses, and because of their associated

higher frequency components, they are more heavily distorted than gaussian pulses

with the same widths.

The second nonanalytic pulse shape that I sent through the alexandrite resembled

the ‘0’-pulse that Stenner et al. [12] used in their experiments. The first half of the

input pulse is gaussian, but at the peak, the intensity rapidly drops to zero. As can

be seen in Fig. 5.7, the leading edge and peak of the pulse is advanced, but the ‘front’

is not. We then conclude that the information velocity in alexandrite is equal to c/n.
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Figure 5.6: The input (black) and output (gray) intensity for nonanalytic pulses

with different pulse widths. The left column shows the experiment and the right

column shows the results of the impulse response model. The pulse widths are 3

ms [(a) and (b)], 1 ms [(c) and (d)], 0.2 ms [(e) and (f)], and 16.7 µs [(g) and (h)].
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Figure 5.7: The input and normalized output intensity of a ‘0’-pulse in alexandrite.

Without the sharp cutoff, the pulse would have had a width (FWHM) of 1 ms. Note

that while the slowly varying leading edge of the pulse experiences a measurable

pulse advancement, the abrupt trailing edge does not. Thus, although the group

velocity is negative, the information velocity is seen to be c/n.

5.4 Information Velocity in a Slow Light Material

I continued the study of information velocity by investigating the analogous effects

in ruby. We shall see that when it comes to information velocity, fast and slow light

are completely equivalent. As with alexandrite, let us first consider the propagation

of gaussian pulses through ruby. The difference between these pulses and the pulses

shown in Fig. 3.4 is that I have modified the experimental set-up so that the pulses

have a large background (230 mW). Also, since we had cut the original ruby into

three pieces, I used a shorter lens (25 cm) to focus into the largest remaining piece

(4.25 cm). Other than that, the setup is the same as shown in Fig. 3.1.
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Figure 5.8: The relative modulation attenuation under the conditions used to

study pulse propagation in ruby. The solid line is the solution to Eq. (5.9).

As before, I remeasured the spectral hole in ruby with this new configuration

(Fig. 5.8). The solid line in Fig. 5.8 is the solution to Eq. (5.9). Note that the width

of the spectral hole is noticeably wider (∼135 Hz HWHM) than seen in Fig. 3.2.

Because we focused the beam with a smaller lens, we attribute this increase in width

to power broadening.

I show the delay in the peak of the gaussian pulse for different pulse lengths in

Fig. 5.9(a). Just as we saw in alexandrite, we note that the fractional delay is greatly

reduced at small pulse widths. In Fig. 5.9(b), we show the pulse distortion (D)

experienced by the pulse when it is transmitted through the ruby. Again we can see

that long pulses experience little distortion, and that once the pulse width becomes

very narrow, the pulse is again able to travel through the ruby undistorted.

In Fig. 5.10, I show the reference and transmitted pulse intensities to illustrate
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Figure 5.9: (a) The fractional delay of the peak of a gaussian pulse as a function

of pulse width in ruby. (b) The distortion [as defined in Eq. (5.11)] experienced by

the pulse in transmission through the ruby as a function of pulse width.

the onset of pulses distortion (particularly the tail of the pulse) as the pulse width

is decreased. The plots on the left in Fig. 5.10 are from the experiment, and the

ones on the right are the results of our impulse response model. As indicated in

Fig. 5.9, we can see in Fig. 5.10(g) that once we reduce the pulse width to 50 µs

pulse, both the pulse distortion and discernable delay disappears. When the width

is too narrow, the pulse bandwidth becomes too large to interact with the spectral

feature (see Fig. 5.11). Just as in the case of alexandrite, this entire narrow pulse can

be thought of as a ‘front’ which travels at c/n through the ruby.

I also investigated the propagation of nonanalytic pulse shapes in ruby. Fig. 5.12

shows the fractional delay and distortion for pulses with an intensity profile described

by Eq. (5.12). The same pattern that we have seen before emerges here again. The

fractional delay disappears when the pulse becomes too narrow, and the distortion is

slightly larger than it was for gaussian pulses with comparable pulse widths.
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Figure 5.10: The input (black) and output (gray) intensity for gaussian pulses

with different pulse widths in ruby. The left column shows the experiment and the

right column shows the impulse response model. The pulse widths (FWHM) are 10

ms [(a) and (b)], 5 ms [(c) and (d)], 1 ms [(e) and (f)], and 50 µs [(g) and (h)].
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Figure 5.11: The spectra (solid lines) and the change in refractive index (∆n)

induced by the strong pump beam (dashed line) for the different pulse widths shown

in Fig. 5.10. The dashed line is the solution to Eq. (5.7). The gray region shows

the region of large normal dispersion.
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Figure 5.12: (a) The fractional delay of a nonanalytic pulse as a function of pulse

width in ruby. (b) The distortion [as defined in Eq. (5.11)] experienced by the pulse

in transmission through the ruby as a function of pulse width.
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Figure 5.13: The input (black) and output (gray) intensity for nonanalytic pulses

different pulse widths in ruby. The left column shows the experiment and the right

column shows the results of the impulse response model. The pulse widths (FWHM)

are 10 ms [(a) and (b)], 5 ms [(c) and (d)], 1 ms [(e) and (f)], and 50 µs [(g) and

(h)].
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We again illustrate this pattern in Fig. 5.13 where we compare our experimental

results with the numerical results of our impulse response model. Note that the types

of distortions that these pulses experience in ruby are quite different than the ones

they experience in alexandrite. However, both regain their shape when the pulse is

narrow enough.
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Figure 5.14: The input and normalized output intensity of a ‘0’-pulse in ruby.

Without the sharp cutoff, the pulse would have had a width (FWHM) of 10 ms.

Note that like alexandrite, the slowly varying leading edge of the pulse experiences

a measurable pulse delay, but the abrupt trailing edge does not.

Finally, as with alexandrite, we sent a gaussian pulse into ruby that drops to zero

at the peak. As can be seen in Fig. 5.14, we find that ‘fronts’ travel at luminal speeds

in ruby as well. Therefore, we conclude that the information velocity in a ultra-slow

light medium is also equal to c/n.



CHAPTER 5. INFORMATION VELOCITY 61

5.5 Analysis and Conclusions

We have analyzed pulse propagation in materials with both large normal and anoma-

lous dispersion. In our first set of experiments, we investigated the evolution of gaus-

sian pulses in alexandrite and ruby. We found that in both systems, longer pulses are

substantially advanced or delayed, but that the temporal offset disappears for short

pulses. Also, by sending a pulse with a clear discontinuity through both systems, we

have additional evidence that information velocity is always equal to c/n. In both

cases, the sharp edge travelled at luminal speeds even if the rest of the pulse was

delayed or advanced.

What does this tell us about the information velocity? In Chap. 1, I quoted

Brillouin who defined a signal as “. . . a short isolated succession of wavelets, with

the system at rest before the signal arrived and also after it has passed.” Such a

definition would require a signal to have infinite frequency components, and leads to

the prediction of the Brillouin and Sommerfeld forerunners or precursors. Brillouin

assumed that it was not possible to detect precursors. As a result, he predicted that

the information velocity is equal to the group velocity in a material with normal

dispersion and less than c in a material with anomalous dispersion. Alternatively,

if you can detect the precursor, the information velocity must be equal to c in all

cases. However, a Brillouin precursor is simply a part of the signal that is too fast for

the system to have time to respond. As we increased the bandwidth of our gaussian

pulses, we would observe pulse distortion. We can interpret this distortion as the
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interference of the precursors with the main signal. Once we further increase the

pulse bandwidth, the main signal itself is too fast for the system to respond, and the

entire pulse effectively becomes a precursor. Thus the information velocity is equal

to c in both systems.

Also, we note that for a pulse centered on the spectral feature (which is automat-

ically the case for these experiments), the pulse dispersion is normal for ruby and

anomalous for alexandrite regardless of the bandwidth of the pulse. In the case of

alexandrite, this is because even though an individual frequency component of the

pulse may be in a region of normal dispersion, there is always a corresponding fre-

quency component on the other side of the spectral feature which will beat with the

first component. These two corresponding frequency components must be considered

together, and combined, they always experience anomalous dispersion. The same

argument can be also applied to ruby. Therefore, we can argue that the informa-

tion velocity in these systems is luminal even when the pulse only sees normal or

anomalous dispersion.

Finally, in this study, I have not considered the influence of noise (which must be

present in any real system) on the information arrival time. What this work shows is

that the information velocity is limited by c independent of the noise in the system.

Once noise is taken fully into account, the information velocity becomes strictly less

than c in all systems [99].



Chapter 6

Slow and Fast Light in

Erbium-Doped Fiber Amplifiers

“The light of the eyes rejoiceth the heart . . .” — Proverbs 15:30

In this chapter, we extend the study of coherent population oscillations to single-

mode erbium-doped silica fiber. This is a significant extension because erbium-doped

fiber amplifiers (EDFAs) are a well-developed technology and the 1550 nm wavelength

is prevalent in telecommunications. In addition, compared to other solid-state media,

doped fibers allow for long interaction lengths, which can be desirable in producing a

strong effect. Finally, since the medium acts as an absorber or an amplifier depending

on the strength of the pump field, we gained the ability to tune the pulse delay

continuously from positive to negative by using a separate pump laser. This work

63
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was inspired by the work of Jarabo et al. [100,101].

The energy-level structure for erbium in silica fiber at room temperature bears a

strong resemblance to ruby (see Fig. 6.1). It is effectively a three-level system with a

strong absorption band where population rapidly decays to a metastable level [102].

The lifetime of the metastable level is about 10 ms. However, the laser scheme that
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Figure 6.1: The energy levels and pumping scheme we employed to observe slow

and fast light in erbium fiber.

we employed differs significantly from that of the ruby and alexandrite experiments.

For those experiments, the modulated field is tuned between the ground state and the

broad absorption band (levels a and b). Whereas for the experiments with erbium-

doped fiber, the modulated field is tuned between the metastable level and the ground

state (a and c). This arrangement allows us to add a separate pump beam (unmodu-

lated) tuned between the ground state and the broad absorption band (a and b) that

we could use to control the static population in the metastable level.

A schematic of the experimental layout is shown in Fig. 6.2. We used a counter-
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Figure 6.2: The experimental setup used to observe slow and fast light in erbium
fiber.

propagating 980 nm diode laser to pump the amplifier. The modulated field, which

directly drives population oscillations, comes from a second diode laser at 1550 nm.

The modulations could be directly imposed on the beam by driving the laser control

box from a function generator. An alternate set-up, consisting of a chopper with a

single narrow slit in the wheel, was used to produce effectively gaussian pulses that

had no background. Part of the light was split off before the EDFA to be detected

and recorded as a reference. The rest went through the 45-meter amplifier and the

delay or advancement of the signal was recorded as a function of pump power or

modulation frequency on a digital oscilloscope. The recorded waveforms could then

be compared on a computer and a delay or advancement could be calculated. The

two detectors were made as identical as possible to eliminate false time delays.

In Fig. 6.3, we show the advancement of a modulated signal at a pump power of

12.6 and 140 mW as a function of modulation frequency. We see that it is possible
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Figure 6.3: The fractional modulation advancement as function of modulation

frequency for two different pump powers.

to at least double the fractional delay by increasing the pump power. In addition,

we note that at higher power, the peak of the fractional delay is shifted to higher

frequencies by nearly an order of magnitude. However, we found that these effects

saturate so that the fractional advancement and the location of peak does not change

significantly for pump powers greater than 140 mW. The delay in the modulation

seen at very high frequencies originates from the time it takes for the light to pass

through the amplifier (and connecting fiber) which starts to become significant with

these fast signals. These results are in good qualitative agreement with the results
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that other investigators have found [103,104].

For the next set of experiments, we were able to demonstrate how pulses can

transition from sub-luminal to super-luminal group velocities with increasing pump

power. In Fig. 6.4, we show the delay of the peak of an 11.3 ms gaussian pulse as

a function of pump power. We can see that the pulse delay becomes negative at
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Figure 6.4: The delay of the peak of a gaussian pulse as a function of pump power.

The input pulse had width (FWHM) of 11.3 ms.

pump power of about 4.5 mW, has a minimum at about 14 mW, and then increases

back towards zero at higher power. This reduced effect is a result of pulse distortion

(broadening) where the pulse broadens out to a width of ∼18 ms.
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In Fig. 6.5, we show the input and output intensity for two of the pulses from

Fig. 6.4. At a pump power of 2.45 mW [Fig. 6.5(a)], the pulse experiences a delay of

0.71 ms corresponding to a group velocity of c/4,700. By increasing the pump power to
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Figure 6.5: The input and output pulse intensities for a gaussian pulse with a

pump power of (a) 2.45 mW and (b) 10.43 mW.

10.43 mW [Fig. 6.5(b)], the peak of the pulse is advanced 1.92 ms which corresponds to

a group velocity of -c/12,800. Note that this pulse has been considerably broadened.

In summary, we investigated coherent population oscillations in erbium-doped

fiber amplifiers. Although the absolute value of the group velocity was smaller in

this system than it was for ruby or alexandrite, we had a much greater control of the

group velocity than we had in those other systems. In addition, we found that we can

produce a larger fractional effect in this system as compared with ruby or alexandrite,

and we could increase the fractional advancement (and modulation frequency where

the largest advancement would occur) by increasing the pump power. However, we

found that the advancement could not be increased without limit and would saturate.
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We also found that pulse distortion limits pulse advancement. While the data that I

have shown in this chapter was taken with a 45-meter erbium-doped fiber, we found

comparable results with a 13-meter fiber. Therefore, we conclude that these results

are an important step in the development of all-optical delay lines, but much work is

still needed.



Chapter 7

Group Velocity Control in an SBS

Amplifier

“. . . the light shall not be clear, nor dark.” — Zechariah 14:6

Now we analyze a completely new technique to control the group velocity in a

material. As discussed in Chap. 2, the group velocity of a pulse can be changed in a

material where there is a dip in the absorption at the pulse central frequency. This

dip would be equivalent for a pulse to see (unsaturated) gain at its center frequency.

What we investigate in this chapter is precise group velocity control in a stimulated

Brillouin scattering (SBS) amplifier.

The SBS amplifier scheme has several major advantages that the methods pre-

sented in previous chapters lack. Like the erbium-doped fiber amplifier (EDFA)
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technique, the SBS technique can be done in a fiber which allows for a long inter-

action region, and it works at the telecommunications wavelength (1550 nm). Also,

the amount of delay in the SBS amplifier can be precisely controlled with an external

pump laser. However, the pulses that an SBS amplifier can delay are much shorter,

ideally on the order of the phonon decay time (10’s of nanoseconds). In addition, the

fractional pulse delays can be much larger than any of the other systems mentioned.

Although even under the best conditions the group velocity in a SBS amplifier is only

decreased by less than a factor of three, the combination of large interaction lengths

and short pulses makes the effect very significant.

To analyze this system, we start with the propagation equation for a wave in an

SBS amplifier. The evolution of the Stokes field (A2) is given by [86]

dA2

dz
=

−iωq2γ2
e

8πn0cρ0

|A1|2 A2

Ω2
B − Ω2 + iΩΓB

, (7.1)

where ω is the optical frequency of the pump, q is the phonon wavenumber, γe is

the electrostrictive constant, n0 is the refractive (phase) index, ρ is the material

density, A1 is the pump field, ΩB is the Brillouin frequency, Ω is the frequecy that the

Stokes field is detuned from the pump, and τp = Γ−1
B is the phonon lifetime. Since

q = 2k1 = 2n0ω/c, we can write Eq. (7.1) to as

dA2

dz
=

−iω3γ2
e

c4ρ0

Ω2
B − Ω2 − iΩΓB

(Ω2
B − Ω2)

2
+ Ω2Γ2

B

I1A2, (7.2)
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where I1 = n0c/(2π)|A1|2 is now the intensity of the pump beam. If we define

A2 ≡ a2 + ib2 where a2 and b2 are purely real, we can separate Eq. (7.2) into real and

imaginary components. We make the approximation that (ΩB + Ω)2 ' 4Ω2 ' 4Ω2
B

and find

da2

dz
= −g0

2

(ΓB/2)2

(ΩB − Ω)2 + (ΓB/2)2
I1a2, (7.3)

and

db2

dz
= −g0ΓB

4

(ΩB − Ω)

(ΩB − Ω)2 + (ΓB/2)2
I1b2, (7.4)

where

g0 =
γ2

eω
2

n0vc3ρ0ΓB

(7.5)

is the line-center gain factor and v is the velocity of sound in the material. We see

that Eq. (7.3) describes the gain of the Stokes field and Eq. (7.4) describes the phase

change (and correspondingly the refractive index) of the Stokes field. If we make the

assumption that the pump beam is undepleted, we can solve Eq. (7.4) to find that

the change in the refractive index seen be the Stokes field as a function of frequency

is

∆n(Ω) = −I1ΓBg0

4k0

(ΩB − Ω)

(ΩB − Ω)2 + (ΓB/2)2
, (7.6)

where k0 is the wavenumber of the pump beam. Using the known values [86, 102]

of the line-center gain factor, the Brillouin frequency, and the linewidth at 1550 nm,

I plot Eq. (7.6) for different pump powers. In Fig. 7.1, we can see that when a
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Figure 7.1: The change in the refractive index seen by the probe pulse as a

function of frequency for different pump powers.

probe pulse is tuned to the peak of the SBS gain, it should experience strong (and

controllable) normal dispersion.

From Eq. (7.6), we can also calculate the group index. We find that

ng(Ω) = ng,0 + ω
dn

dΩ

= ng,0 +
cI1ΓBg0

4n0

{
(ΓB/2)2 − (ΩB − Ω)2

[
(ΩB − Ω)2 + (ΓB/2)2

]2

}
, (7.7)

where ng,0 is the unaltered group index of the fiber at the probe wavelength. Since
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the group index is maximum when Ω = ΩB, we can find the simple expression

nmax
g = ng,0 +

cg0

n0ΓB

I1. (7.8)

The net group delay is therefore

∆tmax
g =

Lg0

n0ΓB

I1, (7.9)

where L is the length of the SBS amplifier. We see that as long as the pump remains

undepleted, the effect is linear in pump power. In addition, the effect gets larger at

longer wavelengths since ΓB is inversely proportional to the square of the wavelength.

Since we want this system to work at telecommunications wavelengths, a larger effect

at longer wave lengths is advantageous. However, it does limit the bandwidth of our

pulses to ∼16 MHz. Despite the simplicity of Eq. (7.9), we can not make the delay

arbitrarily large by increasing the pump intensity. If the pump gets too large, SBS

will occur within the amplifier and the pump will be depleted before it can amplify

the pulse. In addition, the signal that is amplified will be very noisy. We also find,

once we plug in real numbers, that nmax
g ∼ 3. This may not seem like much, especially

in light of the last couple of chapters where the group velocity was on the order of

a million, but since the pulses are short and the interaction lengths are long, the

fractional delay can be very large.

To get Eq. (7.9), I have made the assumption that the pump remains large com-
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pared to the probe. Clearly if we amplify over long distances and/or the probe peak

power is relatively high, this assumption is no longer valid. To address this issue, I

numerically solved Eqs. (7.3) and (7.4), and I kept track of the energy flow out of

the pump beam into the probe pulse. The results of these calculations are shown

in Fig. 7.2. The additional pulse delay caused by the SBS dispersion was calculated

j
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Figure 7.2: The calculated additional delay of probe pulse as a function of different

pump powers over a 100 meter single-mode fiber. The solid line is the undepleted

pump approximation found in Eq. (7.9). I calculate numerically the delay for a pulse

with a peak power of 1 µW (circles), 1 mW (squares), and 100 mW (triangles).

over 100 meters of SMF-28 optical fiber. I found that as long as the peak power of

the optical pulse is less than 1 mW, Eq. (7.9) is a reasonably good approximation to
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the group delay. Additionally, for a probe pulse width of ∼50 ns, the delay can be

up to two pulse widths.

Our experimental set-up is shown in Fig. 7.3. The output of a New Focus Velocity
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Figure 7.3: The experimental setup used to observe controllable slow light in an

SBS amplifier.

diode laser tuned to 1550 nm was coupled into a fiber and sent to a erbium-doped

fiber amplifier (EDFA). Although the EDFA was capable of producing over 1 Watt of

optical power, we reduced the gain since we did not need that much power. To assure

that the frequency of the probe pulses will be centered on the SBS gain peak, we sent

part of the pump beam into a long fiber (1 km) to act as an SBS generator. The

generated Stokes light was strongly attenuated in the variable attenuator (>20 dB)

and then sent through an electro-optic modulator to produce nanosecond pulses. The

modulator was sensitive to polarization so a fiber polarization controller was placed

between the variable attenuator and the modulator. The input pulse shape was a
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square, but the rise time was increased on the pulse generator to minimize ringing.

We estimated the peak power of the input pulses to be less than 100 µW. These pulses

travelled through a 300-meter SBS amplifier to a detector. The measured pump power

before the amplifier was 120 mW. Since the pulses (even after the SBS amplifier) are

weak, the output of the detector is sent through an RF amplifier before it is recorded

on a digital oscilloscope. To observe a delay, the pulses were also recorded when the

SBS amplifier pump wave was blocked.
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Figure 7.4: The normalized reference (black) and delayed (gray) pulse intensities

for an (a) 80 ns, (b) 50 ns, (c) 30 ns, and (d) 20 ns input pulse.
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In Fig. 7.4, I show the reference and delayed normalized pulse intensities for several

different input pulse widths. We see that the observed delay for the 80 and 50 ns

pulse (20 ns) is about a factor of six less than what we predicted from Eq. (7.9).

We attribute the difference to pump depletion as a result of amplification of the

input pulse background. Our modulator did not have a perfect extinction ratio, and

so pump power was lost in amplifying the background. Additionally, as a result

of the background depleting the pump, we found that higher pump powers would

not increase the pulse delay. Nevertheless, we could still produce significantly larger

fractional delays than we could in ruby, alexandrite, or erbium-doped fiber. We

can also see that bandwidth of the input pulse influences the output pulse shape.

Although the largest fractional delays (∼50%) occur at a pulse length of 20 and 30

ns, the pulse is noticeably distorted since the pulse bandwidth is comparable to the

SBS gain bandwidth.

In conclusion, we have done a proof-of-principle experiment demonstrating con-

trollable slow light generation in an SBS amplifier. While the total delays are rela-

tively small, the fractional delays can be very large. Similarly, the bandwidth of this

system is substantially larger than any we have studied previously. In addition, the

slow light medium—single-mode fused silica fiber—is even less exotic and expensive

than ruby or alexandrite. Finally, we note that this method can be used to delay

single photons. Therefore, we conclude that this technique could be very important

in quantum communications and other optical storage applications.



Chapter 8

Spatial Vector Ring Solitons

“I form the light, and create darkness . . .” — Isaiah 45:7

In this chapter, we consider a class of vector ring solitons that possess greatly

improved stability. In contrast to a scalar ring soliton that carries a definite nonzero

angular momentum, each component of a vector ring soliton can be made to possess

equal and opposite angular momentum to produce a beam with no net angular mo-

mentum. We show that vector ring solitons that carry zero total angular momentum

are more stable than scalar ring solitons by performing both analytical and numer-

ical studies of these vector ring solitons. Using a simplified analysis, we show that

zero-angular-momentum vector ring solitons are more resilient against the dominant,

low-spatial frequency, azimuthal perturbations. In addition, we find that these beams

possess an additional region of instability for a certain finite range of perturbation

79
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frequencies. However, these instabilities can be suppressed by using beams that carry

high power. These analytic predictions are in good agreement with numerical results

that are also presented in this chapter.

We assume that the vector soliton is comprised of two components of the form

E1(r, φ, z, t) = ψ1(r, φ, z)ei(kz−ωt)+c.c. and E2(r, φ, z, t) = ψ2(r, φ, z)ei(kz−ωt)+c.c. We

take the equation that describes the propagation of this field as

−i
∂ψ1,2

∂z
=

1

2k
∇2

⊥ψ1,2 + F (|ψ1|2 + |ψ2|2) ψ1,2 (8.1)

where ∇2
⊥ is the transverse Laplacian, and F (|ψ1|2 + |ψ2|2) is a function of the total

optical intensity. For a Kerr nonlinearity, this equation reduces to the Manakov

equation by taking

F
(
|ψ1|2 + |ψ2|2

)
= γ

(
|ψ1|2 + |ψ2|2

)
, (8.2)

where the parameter γ is related to the third-order nonlinear susceptibility by γ =

(6πω/n0c)χ
(3). For a saturable nonlinear optical medium, we model the nonlinear

response as

F
(
|ψ1|2 + |ψ2|2

)
=

γ
(
|ψ1|2 + |ψ2|2

)

1 + η
(
|ψ1|2 + |ψ2|2

) , (8.3)

where η is inversely proportional to the saturation intensity.
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We consider a class of solutions to Eq. (8.1) having the form

ψ1(r, φ, z) =
1√
2
R (r) eiκzeimφ, (8.4a)

ψ2(r, φ, z) =
1√
2
R (r) eiκze±imφ. (8.4b)

Here ψ1 and ψ2 represent the two components of the vector soliton, R(r) represents

their common radial dependence, κ is their common rate of nonlinear phase acquisi-

tion, and ±m two possible orbital angular momenta for the second component [105].

We will denote the cases of equal and opposite angular momenta by (m,m) and

(m,−m). Scalar solitons, for which (in our notation) either ψ1 or ψ2 vanishes, carry

nonzero-angular momentum and are essentially equivalent to the (m,m) case after the

symmetry rotation: (ψ1 +ψ2)/
√

2 → ψ1, (ψ1−ψ2)/
√

2 → ψ2 under which Eq. (8.1) is

invariant. In contrast, the total field carries zero angular momentum in the (m,−m)

case. By introducing the trial solution (8.4) into the wave equation [Eq. (8.1)], we

find that Eq. (8.4) is in fact a solution only if the radial function R(r) obeys the

equation

R′′ +
1

r
R′ =

(
m2

r2
+ β2

)
R − 2kF (R2)R, (8.5)

where β =
√

2kκ and where R′ and R′′ are the first and second derivatives of R with

respect to the radial coordinate r. When we apply the boundary condition for bright

solitons that R → 0 as r → ∞, we find that, for each value of m, there is an infinite

number of solutions R(r). We label these solutions as Rnm(r), where n represents
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the number of radial nodes in the solution. In Fig. 8.1 we show a representation of

the intensity and phase of these solutions for different values of the mode numbers n

and m.
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ÌÍÑ

ÒÍÎ ÒÍÏ ÒÍÑ

ÓÔ|ψ1,2|
2 ÓÕ ÓÔ|ψ1,2|

2
|ψ1,2|

2ÓÔ ÓÕ ÓÕ

Figure 8.1: The transverse intensity |ψ1,2|2 and phase (p1 and p2) distributions for

each component of the vector ring soliton, for various values of the mode numbers

m and n. For the (m,−m) case, the phase of ψ1,2 is shown as p1,2. For the (m,m)

case, phase of both fields is given by p1. The phase plots run from −π (dark) to π

(bright).

We next address the stability of these solutions and demonstrate their enhanced

robustness in the (m,−m) case. We consider explicitly the case n = 0, m ≥ 1,

although the method generalizes readily to higher-n solutions. This analysis is similar

to one performed by Soto-Crespo et al. and others [106]. To perform the stability
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analysis, we consider perturbations of the form

δψ1 =
1√
2
a1(r, φ, z)R(r)eiκzeimφ, (8.6a)

δψ2 =
1√
2
a2(r, φ, z)R(r)eiκze±imφ (8.6b)

We introduce this form into the linearization of Eq. (8.1) to obtain

−i
∂a1

∂z
=

1

2k

(
∂2a1

∂r2
+

1

r

∂a1

∂r
+

1

r2

∂2a1

∂φ2
+

2R
′

R

∂a1

∂r
+

2im

r2

∂a1

∂φ

)

+
1

2
R2F

′

(R2)(a1 + a∗
1 + a2 + a∗

2), (8.7a)

−i
∂a2

∂z
=

1

2k

(
∂2a2

∂r2
+

1

r

∂a2

∂r
+

1

r2

∂2a2

∂φ2
+

2R
′

R

∂a2

∂r
± 2im

r2

∂a2

∂φ

)

+
1

2
R2F

′

(R2)(a1 + a∗
1 + a2 + a∗

2), (8.7b)

where F
′

denotes the derivative of F with respect to its argument.

Now we make the change of variables a1 = ε1 + i∆1 and a2 = ε2 + i∆2, and

introduce the definitions ε± = ε1 ± ε2, ∆± = ∆1 ± ∆2 to obtain

−∂ε±
∂z

=
1

2k

(
∂2∆±

∂r2
+

1

r

∂∆±

∂r
+

1

r2

∂2∆±

∂φ2
+

2R
′

R

∂∆±

∂r
+

2m

r2

∂E±

∂φ

)
, (8.8a)

∂∆±

∂z
=

1

2k

(
∂2ε±
∂r2

+
1

r

∂ε±
∂r

+
1

r2

∂2ε±
∂φ2

+
2R

′

R

∂ε±
∂r

− 2m

r2

∂D±

∂φ

)

+2R2F
′

(R2)M±, (8.8b)

where M+ = ε+, M− = 0. We have E± = ε±, D± = ∆± for the (m,m) case

and E± = ε∓, D± = ∆∓ for the (m,−m) case. In order to check stability under
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perturbations, we seek for a solution with definite angular dependence of the form,

ε±(z, r, φ) = ε±(r) cos (Λz + Ωφ) , (8.9a)

∆±(z, r, φ) = ∆±(r) sin (Λz + Ωφ) , (8.9b)

so that the linearized equation reduces to the eigenvalue problem with eigenvalue Λ,

Λε± =
1

2k

(
d2∆±

dr2
+

1

r

d∆±

dr
− Ω2

r2
∆± +

2R
′

R

d∆±

dr
− 2mΩ

r2
E±

)
, (8.10a)

Λ∆± =
1

2k

(
d2ε±

dr2
+

1

r

dε±

dr
− Ω2

r2
ε± +

2R
′

R

dε±

dr
− 2mΩ

r2
D±

)

+2R2F
′

(R2)M±, (8.10b)

where E±, D±, and M± are the same as before except that the cosine and the sine

factors are absent. In principle, this eigenvalue problem can be solved numerically

to determine eigenvalue Λ; if Λ possesses an imaginary part, the solution is unstable.

However, in order to develop an analytic understanding of the eigenvalue problem,

we make an approximation by assuming that stability is governed dominantly by field

fluctuations around the peak of the ring vector solitons, i.e., at r = r0, R
′

(r0) = 0. We

construct Taylor expansions around r = r0 for the quantities ∆±(r) ' ∆±
0 (r0) + (r −

r0)∆
±
1 (r0), ε±(r) ' ε±0 (r0)+(r−r0)ε

±
1 (r0), and 1/r ' 1/r0−(r−r0)/r

2
0 where ε±1 (r0) ≡

dε±(r)/dr|r0
and ∆±

1 (r0) ≡ d∆±(r)/dr|r0
. With this expansion, we approximate the

eigenvalue equations (8.10) by keeping terms up to first order in δr = r−r0. To begin
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with, we will look at the zeroth-order part of our approximation. These assumptions

are strictly valid for the case of a very thin ring, but even for a broad ring case they

provide a good qualitative description of stability and agree quite well with numerical

results we present later in this chapter. With these assumptions, the eigenvalue

equation reduces to

Λε±0 = − Ω2

2kr2
0

∆±
0 − mΩ

kr2
0

E±
0 , (8.11a)

Λ∆±
0 = − Ω2

2kr2
0

ε±0 − mΩ

kr2
0

D±
0 + 2R2

0F
′

(R2
0)M

±
0 , (8.11b)

where the subscript ‘0’ signifies evaluation of quantities at r = r0. Now we consider

the (m,m) and the (m,−m) cases separately. The eigenvalue equation for the (m,m)

case can be compactly written in a matrix form

LΨ = 0 (8.12)

where the 4 × 4 matrix L and the vector Ψ is given by

ΨT = (ε+
0 , ∆+

0 , ε−0 , ∆−
0 ), (8.13a)

L =





Λ + 2ξmΩ ξΩ2 0 0

−2R2
0F

′

(R2
0) + ξΩ2 Λ + 2ξmΩ 0 0

0 0 Λ + 2ξmΩ ξΩ2

0 0 ξΩ2 Λ + 2ξmΩ





,(8.13b)
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where ξ = 1/2kr2
0. The characteristic equation,

det L =
{

(Λ + 2ξmΩ)2 − ξΩ2
[
ξΩ2 − 2R2

0F
′

(R2
0)

]} [
(Λ + 2ξmΩ)2 − (ξΩ2)2

]
= 0,

(8.14)

immediately shows that complex Λ arises only if

ξΩ2 < 2R2
0F

′

(R2
0). (8.15)

Thus, the (m,m)-ring vector soliton becomes unstable when the angular frequency of

azimuthal perturbation is below the critical value Ω < Ωc = 2r0R0

√
kF ′(R2

0).

In the (m,−m) case, the matrix L becomes

L =





Λ ξΩ2 2ξmΩ 0

−2R2
0F

′

(R2
0) + ξΩ2 Λ 0 2ξmΩ

2ξmΩ 0 Λ ξΩ2

0 2ξmΩ ξΩ2 Λ





. (8.16)

The characteristic equation now has the form

det L = −Λ4 + AΛ2 − B = 0, (8.17)
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where

A = 8m2Ω2ξ2 + 2Ω4ξ2 − 2R2
0F

′

(R2
0)Ω

2ξ, (8.18a)

B = ξ3Ω4(Ω2 − 4m2)(Ω2ξ − 4ξm2 − 2R2
0F

′

(R2
0)). (8.18b)

In order for Λ to be real, Λ2 has to be non-negative real. This condition can be met

when A,B and the discriminant A2−4B are all nonnegative. Thus, the (m,−m)-ring

vector soliton becomes stable when the frequency Ω lies in the domain satisfying the

following three restrictions:

(i) Ω2 ≥ 2kr2
0R

2
0F

′

(R2
0) − 4m2, (8.19a)

(ii) Ω2 ≤ 4m2 or Ω2 ≥ 4m2 + 4kr2
0R

2
0F

′

(R2
0), (8.19b)

(iii) Ω2 ≥ 2kr2
0R

2
0F

′

(R2
0) −

(kr2
0R

2
0F

′

(R2
0))

2

4m2
. (8.19c)

In Fig. 8.2 we summarize the expressions from Eqs. (8.15) and (8.19) and show

the regions of stability and instability for different azimuthal frequencies as a function

of κ (dashed line). For the sake of argument, we have assumed the material to be

a saturable nonlinear medium, but analogous diagrams can be drawn for a Kerr

nonlinearity. To improve the approximations made earlier, we repeated the above

analysis including terms up to first order in the Taylor expansion. When we do this

L becomes a 8 × 8 matrix, and the corresponding regions of stability are slightly

modified (solid line in Fig. 8.2).
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Figure 8.2: The regions of stability and instability of azimuthal perturbations to

exponential growth for the R03 mode. The dashed line corresponds to the zeroth-

order terms in the Taylor expansion and the solid line is the first-order correction.

(a) The regions of stability for the (m,m) case. (b) The regions of stability for the

(m,−m) case. Beams with azimuthal perturbation frequencies indicated by points

the graphs are shown before and after propagating through a saturable nonlinear

medium in Figs. 8.3 and 8.4.

We can make several observations about Fig. 8.2. First, we note that the thin ring

approximation breaks down when κ is small in the (m,-m) case. This is not surprising

since the ring broadens out considerably at these lower values. Also, the large regions

where the beams are nearly stable for large values of kappa are comparable to the
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results of Mihalache et al. who report similar behavior [69, 70]. However, they only

considered spinning solitons or the (m,m) case in our notation. Finally, the most

significant result between the (m,m) case and the (m,−m) case is that the (m,−m)

beam has a smaller region of instability at lower frequencies. By creating a beam

that has a zero net angular momentum, we can suppress the growth of lower angular

frequency perturbations that tend to dominate.

In addition, we observe that perturbations in both the lower and middle instability

regions do not grow as fast in the (m,−m) case as they do in the lower region of the

(m,m) case. To show this, we performed numerical integrations of Eq. (8.1) using

the split-step method [102] to explore the stability of the vector ring solitons in the

different regions. We show in Figs. 8.3 and 8.4 the output of a vector soliton beam

with small (less than 10% amplitude) complex azimuthal perturbations propagating

in a saturable nonlinear medium for two different values of κ. In performing these

calculations we assume the parameters z = 50 cm, γ = 1.95 × 10−6 cm2/erg, η =

2.49 × 10−6 cm3/erg, and k = 1.28 × 105 cm−1.

For the (m,m) case (Fig. 8.3) we can clearly see the beam breaking up and the

individual filaments diverging from one another when the perturbation spacial fre-

quency is Ω = 3 and 5 for κ = 0.3 cm−1. Beam rotation as a result of a net angular

momentum can also be seen. For κ = 0.65 cm−1, the beam has improved stability at

these frequencies as both Fig. 8.2(a) and Ref. [69] suggests. In contrast, for the value

of κ = 0.3 cm−1, Fig. 8.4 shows that the perturbations to the (m,−m) beam grow
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Figure 8.3: The input and output beams with four different azimuthal frequency

perturbations for the (m,m) case vector soliton (m = 3).

at frequencies Ω = 3 and Ω = 8 on either side of a region of stability at Ω = 5. This

region of stability is predicted by our analytical theory shown in Fig. 8.2(b). When

we increase the value of κ to 0.65 cm−1, we see that the beam becomes essentially

stable over all of these frequencies.

In conclusion, we have analyzed a class of vector ring solitons that possesses

enhanced stability characteristics. These solitons have zero net angular momentum,

and consequently they possess a greater degree of stability than do standard ring

solitons. To show this we have conducted a simple analytical analysis of the system’s

eigenvalues to find the frequency regions where the rings are unstable, and have shown
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Figure 8.4: The input and output beams with the same azimuthal frequency

perturbations for the (m,−m) case vector soliton (m = 3).

through numerical simulations that these regions exist. Therefore, the simplifying

assumption that the rings are thin which we made while performing the analytical

analysis is a good way to predict qualitatively the regions of stability for vector ring

solitons. In particular, we have found that low frequency azimuthal perturbations of

the soliton amplitude are suppressed. These results suggest that vector ring solitons

with zero net angular momentum may have important applications in high-power

laser systems. We also believe these vector solitons can be experimentally observed

in a variety of material systems.



Chapter 9

Breakup of Ring Beams in Sodium

Vapor

“Thou hast prepared the light . . .” — Psalm 74:16

In this next set of experiments, we experimentally investigate the stability of

beams with orbital angular momentum in a material with a saturable nonlinearity.

In contrast to the last chapter, we only consider single component beams rather than

vector solitons. Specifically, we used a pulsed dye laser and observed the filamentation

of solitons with orbital angular momentum values m = 1, 2, and 3 in a hot, dense

sodium vapor. As predicted by Firth and Skryabin [51], we observed that these beams

would break up into two, four, and six filaments, respectively. We compare this result

with numerical beam propagation simulations that include an accurate model of the
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fully saturable nonlinearity in an inhomogeneous two-level system, and show that this

model gives excellent agreement with our experimental results. We also observed that

these beams show some improved stability at higher powers.
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Figure 9.1: The experimental setup used to observe filamentation of ring solitons

in sodium vapor.

Our experimental setup is shown in Fig. 9.1. The output of an excimer-pumped

dye laser was sent through a spatial filter (SF) to produce a circular TM00 beam

and was throttled with a half-wave plate (HWP) and polarizing beam-splitter (PBS).

The pulses had a temporal width (FWHM) of about 15 ns, and were tuned from

40.6 to 46.7 GHz to the blue side of the D2 resonance line of sodium. We sent the

beam through a bleached computer-generated hologram (CGH) that would produce

diffraction orders that are Laguerre-Gauss modes [107–109]. Since the input beam

was circular, the generated modes are also circular. The general expression for the
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field distribution for these modes at the beam waist is given by

Am,p(r, φ) = A0

√
2p!

πw2
0(p + |m|)!

(√
2r

w0

)|m|

×Lm
p

(
2r2

w2
0

)
e−r2/w2

0e−imφ, (9.1)

where w0 is the characteristic beam width, and Lm
p (x) is the generalized Laguerre

polynomial. The parameters p and m are the radial mode index and the topological

charge, respectively. In general, a beam in a given diffraction order would contain

a superposition of several radial modes. However, for our holograms, modes with a

radial mode index p > 0 were observed to be weak and assumed insignificant to beam

propagation dynamics. The conversion efficiency into the first diffraction order was

about 5%. One of the diffracted beams was enlarged in a telescope and focused to a

50 µm beam diameter inside the sodium cloud within a heat pipe. A typical value for

the number density of the sodium was 8×1014 cm−3 (depending on cell temperature),

and the region of this density was 5 cm long. We added 13 mbar of helium to the heat

pipe to act as a buffer gas. Before entering the cell, part of the beam was reflected

off a glass slide to monitor the pulse energy. The beam exiting the vapor was imaged

onto a screen several meters away where it could be photographed.

Despite the large number of earlier numerical studies of the stability of ring soli-

tons, none of these studies is directly comparable to our system because our input

beams are circular Laguerre-Gauss beams (not exact solutions) and our medium is
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fully saturable (not cubic-quintic). Therefore, we model the behavior of the atomic

vapor in the following manner. Since we were tuned relatively far from resonance

(∆ > 40 GHz), we can ignore the hyperfine energy levels and model the sodium va-

por as a two-level atom. The density matrix equations of motion for a two-level atom

are [86]

ρ̇ba = −
(

iωba +
1

T2

)
ρba +

i

h̄
VbaW, (9.2a)

Ẇ = −W − W (eq)

T1

− 2i

h̄
(Vbaρab − Vabρba) , (9.2b)

where W is the population inversion, h̄ωba is the energy separation between level a

(ground) and b (excited), T1 is the ground state recovery time, T2 is the dipole moment

dephasing time, and W (eq) is the population inversion of the material in thermal

equilibrium. The interaction Hamiltonian in the rotating-wave approximation is given

by Vba = −µbaE(t)e−iωt. To calculate the susceptibility from these equations, it is

appropriate to make a steady state approximation [86, 110]. With this assumption,

we can find an expression for the susceptibility

χ = −α0(0)c

4πωba

∆T2 − i

1 + ∆2T 2
2 + |E|2/|E0

s |2
, (9.3)

where N is the number density, α0(0) is the unsaturated resonant absorption co-

efficient, ∆/2π is the frequency detuning, and E0
s is the resonant saturation field

strength related to the saturation intensity as Is = c/(2π)|E0
s |2 = Nh̄ωba/(2α0(0)T1).
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The unsaturated absorption coefficient is α0(0) = 4πωbaN |µba|2T2/(h̄c), and the sus-

ceptibility is related to the refractive index as n =
√

1 + 4πχ ' 1 + 2πχ. The phase

index (n0) and the absorption (α) can be found by taking the real and imaginary

components of the refractive index given as

n0 = 1 − α0(0)c

2ωba

∆T2

1 + ∆2T 2
2 + |E|2/|E0

s |2
, (9.4a)

α = α0(0)
1

1 + ∆2T 2
2 + |E|2/|E0

s |2
. (9.4b)

The expressions for the phase index and absorption for a homogeneously broadened

two-level atom given in Eqs. (9.4) can be extended to an inhomogeneously (Doppler)

broadened two-level system [111]. In such a system, the refractive index as a function

of laser wavelength (λ) and intensity (I) is given by [112]

n0(λ, I) = 1 −
√

ln 2λ3N

16π5/2T1∆νD

Im[w(ξ + iη)] , (9.5)

where N is the number density, ∆νD is the Doppler linewidth, ξ = 2
√

ln 2(ν −

νba)/∆νD is the normalized detuning frequency, η =
√

ln 2/(πT1∆νD)
√

1 + I/Is is

power broadened hole size, and w(z) is the complex error function. The absorption

can also be found as

α(λ, I) = − ηλ2N

8
√

π (1 + I/Is)
Re [w(ξ + iη)] . (9.6)
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It can be shown that by taking the asymptotic form for large z of the complex error

function w(z) ≈ i/
√

πz, Eqs. (9.5) and (9.6) reduce to Eqs. (9.4) [111].

To model our experimental results, we use the propagation equation

∂A(x, y, z)

∂z
=

i

2k
∇2

⊥A(x, y, z)

+ (−α + ik∆n)A(x, y, z), (9.7)

where k is the wavenumber, ∆n is the change in refractive index defined as ∆n =

n0(λ, I) − n0(λ, 0), and A(x, y, z) is the complex amplitude of the electric field. We

solved Eq. (9.7) using a standard split-step fast Fourier transform (FFT) routine

with the input beam profile described in Eq. (9.1). The parameters for α(x, y) and

n(x, y) were found at each step from the measured values from the experiment using

Eqs. (9.5) and (9.6). In addition, a small amount of random amplitude noise was

added to the input beam [113].

Our results for an A1,0 beam are shown in Fig. 9.2. The laser was tuned 40.6

GHz to the blue side of resonance. Because the nonlinearity is large, even at a

relatively low input energy (76 nJ), we see that the beam broke up into two filaments

[Fig. 9.2(a)]. For all our results, we found that the patterns generated are quite

repeatable provided that the beam quality is good. As mentioned above, we put

no intentional perturbation on the beam, and made it as circular as possible. The

patterns did not appear to be affected by the orientation of the hologram. Since

they did not change from shot to shot, we conclude that the patterns were seeded
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Figure 9.2: The experimental output (a) for an m = 1 beam with a pulse energy

of 76 nJ breaking into two filaments at a wavelength of 588.950 nm, and (b) tuned

far from resonance. In (c) and (d) we show the equivalent results from our computer

simulations with parameters corresponding to our experiment and a random 1.5%

amplitude noise added to the input beam.

by imperfections in our system (e.g. dust on lenses and mirrors). We observed these

beams breaking up into two spots over a range of pulse energies from 65 to 710 nJ.

We show in Fig. 9.2(b) the same beam tuned far from resonance (nonlinearity off).

Fig. 9.2(c) and 9.2(d) show the output beam from our numerical simulations with

and without the nonlinearity (∆n = 0). A random 1.5% amplitude noise has been

added to the input beam in these numerical simulations.

As expected, the m = 2 beam was found to break up into four spots as shown

in Fig. 9.3(a). For this experiment, the laser was tuned 46.7 GHz to the blue side

of the D2 resonance line, and the pulse energy was 234 nJ. The m = 2 beam was

seen to break into four spots over a pulse energy range of 200 nJ to 1.3 µJ. We also
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Figure 9.3: The experimental output (a) for an m = 2 beam with a pulse energy

of 234 nJ breaking into four filaments at a wavelength of 588.943 nm, and (b) tuned

far from resonance. In (c) and (d) we show the equivalent results from our computer

simulations.

observed that at higher power, the m = 2 beam could break up into five or more

spots. It can be seen in Fig. 9.3(b) that the input beam created by the computer-

generated hologram was not a perfect A2,0 beam. It had several extra rings around it

indicating that it contained higher radial modes. These higher modes do not appear

to be stable and appear as noise around the center A2,0 beam in Fig. 9.3(a). Again we

see in Fig. 9.3(c) and 9.3(d) that the numerical simulations are in excellent agreement

with the experiment. As we did in modelling the m = 1 case, we added 1.5% random

amplitude noise at each point on the input beam to cause the beam to break up.

In Fig. 9.4, we show the m = 3 beam breaking up into six spots. The observed

range of six spot filamentation was 350 nJ to 2.5 µJ. The input pulse energy in
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Figure 9.4: The experimental output (a) for an m = 3 beam with a pulse energy of

359 nJ breaking into six filaments at a wavelength of 588.943 nm, and (b) tuned far

from resonance. In (c) and (d) we show the equivalent results from our simulations.

Fig. 9.4(a) was 359 nJ, and the laser detuning was again 46.7 GHz. As before, we

did not add any intentional perturbation to the beam. While aligning the system, we

occasionally saw the beam break up into five or seven spots caused by the seeding

of these azimuthal frequencies due to poor beam quality. Poor beam quality can

be caused by either misalignment of optics or light scattering off dust on optical

surfaces. As we saw in the m = 2 beam, the A3,0 beam from the computer-generated

hologram was not perfect and had some higher-order radial modes. For the numerical

simulations in Fig. 9.4(c) and (d), we added 1.0% random amplitude noise at each

point.

We also experimentally observed the propagation of these beams at higher power.
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def dgfdhf

Figure 9.5: The beam profile at the output of the sodium cell at higher powers

than those used in Figs. 9.2-9.4. The tendency of the beam to break into filaments

is largely suppressed. (a) m = 1 at 9.1 µJ, (b) m = 2 at 24.1 µJ, (c) m = 3 at 6.63

µJ.

We found that when we increased the power of the beams that they would no longer

break up (Fig. 9.5). The noise seen around the beams in Fig. 9.5 are the filamentation

of the higher-order radial modes. We believe that the observed stability of the Am,0

beams is caused by the beam almost completely saturating the nonlinearity, and

thereby suppressing the filamentation.

While we made every effort to have perfectly circular input beams, we found that

even a small amount of beam ellipticity caused the beam to break into two filaments.

Tikhonenko et al. [79] previously observed that an elliptical m = 2 beam will break

into two spots. However, as expected theoretically [51], we found that an m = 3

beam is less susceptible than an m = 2 beam to this type of instability.

In conclusion, we have experimentally observed that ring beams in a fully saturable

nonlinear material that have orbital angular momentum m tend to break up into 2m

nonrotating spots. Our observation of rings occasionally breaking up into something

besides 2m beams is consistent with the predictions of Firth and Skryabin [51] since

they show that perturbations with the different azimuthal frequencies will grow if
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seeded, but just not as fast. We compare our experimental results with the prop-

agation of randomly perturbed Laguerre-Gauss beams propagating in a two-level

inhomogeneously broadened system, and show that it has excellent agreement with

our observations. We have also observed that the beams become considerably more

stable at high laser powers, which could prove important for various applications.



Chapter 10

Summary and Conclusions

“Then I saw that wisdom excelleth folly, as far as light excelleth darkness.” — Ecclesiastes 2:13

In this thesis, we first described the concept of coherent population oscillations—

the primary physical mechanism we used to generate large dispersion. We show that

when the beat frequency between the pump and probe beams is slow enough, it will

cause the population in a two-level atom to oscillate. This time-varying population

will cause energy to be scattered out of the pump beam and into the probe. As a result,

the probe will see less absorption over a narrow frequency range. Correspondingly,

the group velocity for the probe can be very large within the same frequency range.

From our investigations, it is clear that coherent population oscillations are possible

in a wide variety of systems.

We described our experimental demonstration of ultra-slow light propagation in
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ruby using coherent population oscillations. We observed a group velocity as low

as 58 m/s which is a comparable group velocity to what is observed using much

more difficult EIT techniques. Our results included the observation of a delay of

both amplitude modulations and pulses. Therefore, our method is validated as an

important new way to generate ultra-slow group velocities.

We further extended the investigation of coherent population oscillations to a

different material. In alexandrite, we show how it is possible to observe both ultra-

slow and superluminal group velocities. Since alexandrite in an inverse saturable

absorber at certain wavelengths, the sign of the group velocity is changed. In addition,

alexandrite has a slightly more complicated structure than ruby in that the chromium

ions can occupy two different types of lattice sites within the crystal. These two types

of sites are known as mirror sites (having mirror symmetry) and inversion sites (having

inversion symmetry). Due to the energy level structure at each site, ions at mirror

sites experience inverse-saturable absorption (fast light), whereas ions at inversion

sites experience saturable absorption (slow light). The competing effects from ions at

either site can be easily distinguished because they have markedly different population

relaxation times.

I made a detailed investigation of the information velocity in ruby and alexandrite.

I concluded that the information velocity is always equal to c even if the group velocity

is ultra-slow or superluminal. I come to this conclusion by showing that it is possible

to easily observe what are effectively Brillouin precursors in these type of systems. In
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addition, we show that points that are non-analytic (corresponding to high-frequency

components) travel at c/n regardless if group velocity in the material is ultra-slow or

superluminal. These results are analogous to the resolution of apparent superluminal

barrier tunnelling found by Winful [38,39].

We considered a third material, erbium-doped optical fiber, where coherent popu-

lations oscillation can be important. We were able to observe both slow and fast light

in an EDFA. This material has three distinct advantages over ruby or alexandrite.

First, the entire system can be fiber-based. In addition, the wavelength where the

delay or advancement occurs is at 1550 nm or the standard wavelength for telecom-

munications. Finally, the system can be modified to include a separate pump laser

that allows us to tune the delay from slow (low pump power) to fast (high pump

power).

While the group velocities that we observed in ruby, alexandrite, and erbium-

doped fiber using coherent population oscillations are very impressive, the bandwidth

of those systems is very limited. As a result, we were motivated to investigate a

totally new way of controlling the group velocity. This new method uses the narrow

gain in an SBS amplifier to modify the group index. With this technique, we found

that we can produce long fractional pulse delays in an undoped single-mode fiber.

This method has the advantage of producing delays at 1550 nm, and the pulses can

much shorter (nanosecond) than the pulses we delayed in an EDFA. As a result, this

new technique could be very useful in producing all-optical delay lines and buffers.
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Finally, we investigated the stability of ring spatial solitons that carry orbital an-

gular momentum. By analytical and numerical studies, we found that vector-ring

solitons that carry no net orbital angular momentum are more resistant to azimuthal

modulation instabilities than comparable beams that do carry orbital angular mo-

mentum. In addition, we found experimentally that beams (non-vector) with or-

bital momentum number m will break up into 2m spots as predicted by Firth and

Skryabin [51]. More importantly, we found that these ring beams will not break up

at very high power.

In conclusion, the primary goal of this work was to develop and explore new

methods to create and control large group velocities. The major advantage of these

techniques is that they can be implemented in room-temperature solids. As a re-

sult, these techniques offer the possibility of applications in photonics such as fully

integrated, controllable optical delay lines. In addition, we investigated another im-

portant development in optical communications—ring spatial solitons. These beams

are important because of their potentially improved stability, their greater power

carrying abilities, and their increased information content.
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Appendix A

Kramers-Kronig Relations

Hilbert transforms relate the real and imaginary components of the transfer function

of a causal system. The Kramers-Kronig relations are a specific type of Hilbert

transform that relate the real and imaginary parts of the linear susceptibility.

A general transfer function H(ω) is the Fourier transform of the impulse response

function h(t) defined as

H(ω) =
1

2π

∫ ∞

−∞

h(t)eiωtdt. (A.1)

For a system to be causal, the impulse response function h(t) must be equal to zero

for all times t < 0. We can then break h(t) into even and odd functions so that

h(t) = he(t) + ho(t), (A.2)
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where he(t) and ho(t) are related by

he(t) = sgn(t)ho(t), (A.3a)

ho(t) = sgn(t)he(t). (A.3b)

The Signum function is defined as

sgn(t) =






−1, t < 0

1, t > 0.

(A.4)

Since the Fourier transform of an even function is purely real and the Fourier trans-

form of an odd function is purely imaginary, we can relate

F{he(t)} = Hr(ω), (A.5a)

F{ho(t)} = iHi(ω), (A.5b)

where H(ω) = Hr(ω) + iHi(ω). Taking the Fourier transform of Eqs. (A.3), we find

that

Hr(ω) = − 1

πω
⊗ Hi(ω) = − 1

π
P

∫ ∞

−∞

Hi(s)

ω − s
ds, (A.6a)

Hi(ω) =
1

πω
⊗ Hr(ω) =

1

π
P

∫ ∞

−∞

Hr(s)

ω − s
ds, (A.6b)

where the P in front of the integral means to take the Cauchy principal value. If we
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assume that h(t) is real, we find that H(−ω) = H∗(ω). Correspondingly, Hr(ω) and

Hi(ω) must be even and odd functions, respectively. So from Eq. (A.6a) we can write

Hr(ω) = − 1

π

[
P

∫ 0

−∞

Hi(p)

ω − p
dp + P

∫ ∞

0

Hi(s)

ω − s
ds

]

= − 1

π
P

∫ ∞

0

Hi(s)

[ −1

ω + s
+

1

ω − s

]
ds

= − 2

π
P

∫ ∞

0

sHi(s)

ω2 − s2
ds. (A.7)

Likewise, we can express the imaginary part of the transfer function only in terms of

positive frequencies as

Hi(ω) =
2ω

π
P

∫ ∞

0

Hr(s)

ω2 − s2
ds. (A.8)

The susceptibility χ(ω) is a transfer function that relates the polarization to the

electric field as

P (ω) = χ(ω)E(ω). (A.9)

In addition, it is linear and causal so it satisfies the other assumptions we made about

the more general transfer function. As a result, we can use Eqs. (A.7) and (A.8) to

relate the real and imaginary components of the susceptibility as

χr(ω) = − 2

π
P

∫ ∞

0

sχi(s)

ω2 − s2
ds, (A.10a)

χi(ω) =
2ω

π
P

∫ ∞

0

χr(s)

ω2 − s2
ds. (A.10b)

This is the most common expression for the Kramers-Kronig relations. These relations
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can also be derived by using Cauchy’s integral theorem [86].

It is useful to modify Eqs. (A.10) to relate the real part of the refractive index to

the absorption. Since n =
√

1 + 4πχ ' 1 + 2πχ, we find that

nr(ω) = 1 + 2πχr(ω)

ni(ω) = 2πχi(ω).

Finally, we can relate the intensity absorption coefficient to the imaginary part of the

refractive index as α(ω) = 2ωni(ω)/c. This gives us the relations shown in Chap. 1

nr(ω) = 1 +
c

π
P

∫ ∞

0

α(s)

s2 − ω2
ds, (A.11a)

α(ω) = −4ω2

πc
P

∫ ∞

0

nr(s) − 1

s2 − ω2
ds. (A.11b)



Appendix B

Energy-Transport Velocity

As stated in Chap. 1, the energy-transport velocity in an isotropic dielectric is equal

to

ve =
c

nr + 2ωni/Γ
, (B.1)

where Γ is the oscillator damping coefficient of a Lorentz material and nr and ni are

the real and imaginary parts of the refractive index. Here we wish to verify that

Eq. (B.1) is correct. This derivation follows that of Loudon [6].

The equation of motion for a simple harmonic oscillator with mass m and charge

e under the influence of an electric field E is

m(r̈ + Γṙ + ω2
0r) = eE, (B.2)

where Γ is the damping coefficient and ω0 is the resonant frequency. We assume that
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the electric field and the position vector point in the same direction so we can drop

the vector notation. Also, we assume that both E and r oscillate at e−iωt. We can

now rewrite Eq. (B.2) as

r =
eE

m

1

−ω2 − iΓω + ω2
0

, (B.3)

or

|r|2 =
e2

m2

1

(ω2 + ω2
0)

2 + ω2Γ2
|E|2. (B.4)

The polarization of the material can be written as

P =
e

V
r +

ε∞ − 1

4π
E, (B.5)

where V is the volume of a single oscillator and ε∞ is the background dielectric

constant caused by higher-frequency resonances. As a result, the dielectric constant

ε can be expressed as

ε = 1 + 4π
P

E

= 1 +
4π

E

(
e2E

mV

1

−ω2 − iΓω + ω2
0

+
ε∞ − 1

4π
E

)

= ε∞

(
1 +

Λ2

−ω2 − iΓω + ω2
0

)
, (B.6)

where

Λ2 =
4πe2

mV ε∞
(B.7)
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is the plasma frequency. The refractive index n = nr + ini is related to the dielectric

constant as n =
√

ε, so from Eq. (B.6) we can write

n2
r − n2

i = ε∞

[
1 +

Λ2(ω2 + ω2
0)

2

(ω2 + ω2
0)

2 + ω2Γ2

]
, (B.8)

2nrni =
ε∞Λ2ωΓ

(ω2 + ω2
0)

2 + ω2Γ2
. (B.9)

Now we can use these results to find the energy-transport velocity in a dielectric.

As mentioned in Chap. 1, the energy-transport velocity is defined as

ve = S/W, (B.10)

where

S =
c

4π
E × H (B.11)

is the Poynting vector and W is the energy density. The magnitude of the electric

field E is related to H as E = nH, so if we take the time average of Eq. (B.11) over

one cycle, we find that

〈S〉 =
c

8π
Re(EH∗)

=
cnr

8π
|E|2. (B.12)

The energy density W can be derived from Maxwell’s equations [6] or we can write
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it out from our knowledge of the system. We observe that

W =
m

2V
(ṙ2 + ω2

0r
2) +

ε∞E2 + H2

8π
, (B.13)

where the first term is the kinetic and potential energy densities of the oscillators,

and the second term is the energy density of the fields. We take a time average of

Eq. (B.13) to get

〈W 〉 = (ω2 + ω2
0)|r|2 +

|E|2
16π

(ε∞ + n2
r + n2

i ). (B.14)

If we apply Eqs. (B.4), (B.8) and (B.9) we find

〈W 〉 =
e2

4V m

(ω2 + ω2
0)

(ω2 + ω2
0)

2 + ω2Γ2
|E|2 +

|E|2
16π

(ε∞ + n2
r + n2

i )

=
|E|2
16π

(
ε∞Λ2(ω2 + ω2

0)

(ω2 + ω2
0)

2 + ω2Γ2
+ ε∞ + n2

r + n2
i

)

=
|E|2
16π

(
2nrni

ωΓ
(ω2 + ω2

0) + ε∞ + n2
r + n2

i

)

=
|E|2
16π

(
2ωnrni

Γ
+

2ω2
0nrni

ωΓ
+ 2n2

r −
ε∞Λ2(ω2

0 − ω2)

(ω2 + ω2
0)

2 + ω2Γ2

)

=
nr

8π

(
2ωni

Γ
+ nr

)
|E|2. (B.15)

Now we can combine Eqs. (B.12) and (B.15) to find a simple expression for the
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energy-transport velocity

ve =
〈S〉
〈W 〉

=
c

nr + 2ωni/Γ
, (B.16)

which the same as Eq. (B.1).



Appendix C

The Nonlinear Schödinger

Equation

The nonlinear Schödinger equation (NLSE) is the standard equation describing the

evolution of the electric field inside a nonlinear material. Starting from the 3-D wave

equation, I derive the NLSE keeping many of the higher-order terms. This derivation

is based on Brabec and Krausz [114].

C.1 Single Field Equation

We start with the 3-D wave equation given by

(∂2
z + ∇2

⊥)E(r, t) − 1

c2
∂2

t

∫ t

−∞

dt′ε(t − t′)E(r, t′) =
4π

c2
∂2

t Pnl(r, t) (C.1)
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where

ε(t) =
1

2π

∫ ∞

−∞

ε(ω)e−iωtdω, (C.2)

and n(ω) =
√

ε(ω). We define the following ansatz for the solution to this equation

(assuming a linear polarization and lossless medium) E(r, t) = A(r⊥, z, t)ei(β0z−ω0t)+

c.c. and Pnl(r, t) = B(r⊥, z, t)ei(β0z−ω0t)+ c.c. Now we consider the second term of

Eq. (C.1). If we take the Fourier transform of this term we get

ω2

c2
ε(ω)A(r⊥, z, ω − ω0) = β(ω)2A

=

[
β0 +

∞∑

m=1

βm

m!
(ω − ω0)

m

]2

A

=

[
β0 + β1(ω − ω0) +

∞∑

m=2

βm

m!
(ω − ω0)

m

]2

A.

Now taking the inverse Fourier transform of this expression we get

[
β0 + iβ1∂t + D̂

]2

A(r⊥, z, t)e−iω0t, (C.3)

where

D̂ =
∞∑

m=2

βm

m!
(i∂t)

m.
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We substitute (C.3) and our ansatz into Eq. (C.1) to get

(
−β2

0 + 2iβ0∂z + ∂2
z + ∇2

⊥

)
A +

[
β0 + iβ1∂t + D̂

]2

A

=
4π

c2

(
−ω2

0 − 2iω0∂t + ∂2
t

)
B

= −4πω2
0

c2

(
1 +

i

ω0

∂t

)2

B. (C.4)

By collecting some terms this becomes

[
2iβ0∂z + ∂2

z + ∇2
⊥ + 2iβ0β1∂t + 2β0D̂ − (β1∂t)

2 + 2iβ1∂tD̂ + D̂2
]
A

+
4πω2

0

c2

(
1 +

i

ω0

∂t

)2

B = 0. (C.5)

If we divide by 2iβ0 and move some terms around we get

(
∂z + β1∂t − iD̂

)
A +

1

2iβ0

∇2
⊥A +

2πω2
0

iβ0c2

(
1 +

i

ω0

∂t

)2

B

=
β1∂tD̂

β0

A − 1

2iβ0

(
∂2

z − (β1∂t)
2 + D̂2

)
A. (C.6)
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Now we go to a moving reference frame τ = t − β1z. So ∂z → ∂z − β1∂t, ∂2
z →

∂2
z − 2β1∂t∂z + (β1∂t)

2, and ∂t → ∂τ . As a result, Eq. (C.6) reduces to

(
∂z − iD̂

)
A +

1

2iβ0

∇2
⊥A +

2πω2
0

iβ0c2

(
1 +

i

ω0

∂τ

)2

B

=
β1∂tD̂

β0

A − 1

2iβ0

(
∂2

z − 2β1∂t∂z + D̂2
)

A

= −iβ1∂t

β0

(
∂z − iD̂

)
A − 1

2iβ0

(
∂2

z + D̂2
)

A. (C.7)

Now we add i
ω0

∂τ

(
∂z − iD̂

)
A to both sides of the equation to get

(
1 +

i

ω0

∂τ

)[(
∂z − iD̂

)
A − i

2πβ0

n2
0

(
1 +

i

ω0

∂τ

)
B

]
− i

2β0

∇2
⊥A

=

(
β0 − ω0β1

β0

)
i

ω0

∂τ

(
∂z − iD̂

)
A − 1

2iβ0

(
∂2

z + D̂2
)

A

=

(
1 − c/n0

vg

)
i

ω0

∂τ

(
∂z − iD̂

)
A − 1

2iβ0

(
∂2

z + D̂2
)

A. (C.8)

We can see that if the group velocity is close to the phase velocity, we can safely

neglect the first term on the right hand side of this equation. Also, since D̂2 would

not have anything less than fourth-order time derivatives, we can neglect this term.

Finally, we make the assumption that |∂zA| ¿ β0 |A| (SVEA) which allows us to

neglect the second-order derivative in z. So Eq. (C.8) becomes

∂zA =
i

2β0

(
1 +

i

ω0

∂τ

)−1

∇2
⊥A + iD̂ + i

2πω0

n0c

(
1 +

i

ω0

∂τ

)
B. (C.9)
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If we keep up to third order derivatives in time and assume a Kerr nonlinearity

(B = n2n
2
0c/4π

2 |A|2 A), we get the more familiar expression

∂zA = i
2β0

(
1 + i

ω0

∂τ

)−1

∇2
⊥A − iβ2

2
∂2

τA − iβ3

6
∂3

τA + in2n0ω0

2π

(
1 + i

ω0

∂τ

)
|A|2 A.

(C.10)

C.2 Coupled Field Equations

Now we derive a coupled equation with two fields. Like we did for the single-field

case, we again start with the 3-D wave equation given as

(∂2
z + ∇2

⊥)E(r, t) − 1

c2
∂2

t

∫ t

−∞

dt′ε(t − t′)E(r, t′) =
4π

c2
∂2

t Pnl(r, t)

where

ε(t) =
1

2π

∫ ∞

−∞

ε(ω)e−iωtdω,

and n(ω) =
√

ε(ω). However, now there are two fields present with the form

E(r, t) = A1(r⊥, z, t)ei(β01z−ω01t) + A2(r⊥, z, t)ei(β02z−ω02t) + c.c.,

Pnl(r, t) = B1(r⊥, z, t, A1, A2)e
i(β01z−ω01t) + B2(r⊥, z, t, A1, A2)e

i(β02z−ω02t) + c.c.
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Again, we take the Fourier transform of the second term to get

ω2

c2
ε(ω) (A1(r⊥, z, ω − ω01) + A2(r⊥, z, ω − ω02))

= β(ω)2 (A1(r⊥, z, ω − ω01) + A2(r⊥, z, ω − ω02)) .

Now we will expand β(ω) in a Taylor series about ω01 and ω02 for each of the two

terms to get

⇒
[
β01 + β11(ω − ω01) +

∞∑

m=2

βm1

m!
(ω − ω01)

m

]2

A1(r⊥, z, ω − ω01)

+

[
β02 + β12(ω − ω02) +

∞∑

m=2

βm2

m!
(ω − ω02)

m

]2

A2(r⊥, z, ω − ω02).

Taking the inverse Fourier transform of this expression yields

[
β01 + iβ11∂t + D̂1

]2

A1(r⊥, z, t)e−iω01t +
[
β02 + iβ12∂t + D̂2

]2

A2(r⊥, z, t)e−iω02t,

where

D̂1 =
∞∑

m=2

βm1

m!
(i∂t)

m, D̂2 =
∞∑

m=2

βm2

m!
(i∂t)

m.
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We assume each frequency component of the field satisfies Eq. (C.1), so we decompose

the equation into

(
−β2

01 + 2iβ01∂z + ∂2
z + ∇2

⊥

)
A1 +

[
β01 + iβ11∂t + D̂1

]2

A1

= −4πω2
01

c2

(
1 +

i

ω01

∂t

)2

B1, (C.11)

and

(
−β2

02 + 2iβ02∂z + ∂2
z + ∇2

⊥

)
A2 +

[
β02 + iβ12∂t + D̂2

]2

A2

= −4πω2
02

c2

(
1 +

i

ω02

∂t

)2

B2. (C.12)

With some basic manipulation, Eq. (C.12) becomes

(
∂z + β12∂t − iD̂

)
A2 +

1

2iβ02

∇2
⊥A2 +

2πω2
02

iβ02c2

(
1 +

i

ω02

∂t

)2

B2

=
β12∂tD̂2

β02

A2 −
1

2iβ02

(
∂2

z − (β12∂t)
2 + D̂2

2

)
A2. (C.13)
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Following the same procedure as we did for the single-field case, we go to the moving

reference frame (τ = t − β11z) of A1 to get

(
∂z + (β12 − β11) ∂τ − iD̂
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We make the approximation β12 ' β11 so that (β2
11 − β2

12) = (β11 − β12) (β11 + β12)

≈ 2β12 (β11 − β12). Now we add i
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Now we can make the same approximations (SVEA) that we made for the single-field

case which is equivalent to setting the entire right-hand side of this equation to zero
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Likewise, following an identical procedure as in the single-field case, Eq. (C.11) be-

comes

∂zA1 = i
2β01

(
1 + i

ω01

∂τ

)−1

∇2
⊥A1 + iD̂1 + i2πω01

n01c

(
1 + i

ω01

∂τ

)
B1. (C.15)

Now lets consider the special case of second harmonic generation in a Kerr medium. In

this case B1 = 2χ(2)A2A
∗
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up to third-order time derivatives, we get
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and
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The extra subscripts on β2, β3, and n2 which indicate what frequency they should be

evaluated at have been neglected to simplify the notation.


