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Abstract

In this thesis, coherent population trapping (CPT) is studied in two real-world systems: atomic

sodium vapor and a quantum well structure. A series of spectroscopic studies were carried out in

the atomic system to understand how CPT behaves in a non-idealized environment. In addition, a

feasibility study is carried out to seek a solid state environment to facilitate the design of practical

devices based on the process of CPT.

The first system used to study CPT is sodium vapor (the “real atom”). Even though sodium is a

multi-level system, the spectral features and the parameters that govern them are found to be similar

to those of the idealized three-levelΛ system. For example, in both the idealized model and the

actual atomic system, the ground state decoherence rate determines the width of the resonance as

is demonstrated experimentally. The inclusion of Doppler broadening and propagation effects, and

the impurities in the vapor, are found to weaken the strength of the CPT resonance. The presence

of additional levels, which can either be virtual or real, permits additional concurrent processes to

occur that enrich the spectrum. These concurrent processes are coherent Raman scattering, other

wave mixing processes, crossover resonances, and optical pumping. Coherent Raman scattering can

even invert the induced transparency feature of CPT into an induced absorption feature.

In spite of these complications, CPT has great potential for technologically advanced applica-

tions, with the example of frequency conversion being demonstrated here. As a medium for these

applications, semiconductor systems are more practical than atomic sodium.

The second system studied is a quantum well structure (the “artificial atom”), designed to mimic

a Λ configuration suited for observing CPT. Novel use of various aspects of band engineering and

structure design is utilized to achieve such a configuration. An AlAsSb/InGaAs/AlGaAsSb ternary-

quaternary alloy system is used to create anIsland well structure. By employing intersubband
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transitions only within the conduction band, a single carrier-type system is achieved. It is predicted

that CPT can still be observed even with the added complexity of this semiconductor system.
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1 Introduction

Quantum mechanics has brought scientist to a new level of knowledge about the environment around

us. The contributors to quantum mechanics includes Max Planck [1], Neils Bohr [2], Albert Einstein

[3], and Paul Dirac [4], among others. Many unexplained observations in the early twentieth century

were described by quantum mechanics. As scientists got a better grasp of their environment, many

more quantum mechanical phenomena were observed and studied. Quantum interference is one

class of such diverse phenomena.

Quantum interference encompasses many processes in a variety of environments. In particu-

lar, there are two related processes that will be studied in detail. These are electromagnetically

induced transparency (EIT) and coherent population trapping (CPT) . These interference effects are

related to the Fano interference [5] which requires coupling to a continuum. EIT and CPT are quan-

tum interference techniques used to eliminate absorption in an otherwise opaque medium. Alzetta

et. al. [6] observed them in a Lambda (Λ) system in 1976 first and Stroud’s group [7] in 1978 with

the latter introducing the term coherent population trapping. Although these quantum interference

effects were also proposed and observed in various configurations, it is only in 1990 that the term

EIT was introduced by Harris [8]. Arimondo [9] and Marangos [10] have each written an excellent

review article on the subject. Another related process is lasing without inversion [11–15]. It utilizes

the quantum coherence and interference effect to eliminate absorption, thus lowering the threshold

for lasing. Atomic systems were naturally used for studies of these processes since they have the

ability to provide a discrete level structure.

These interference effects create a very narrow (subnatural linewidth) transparency window.
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According to the Kramer-Kronig relation, the (real part of the) refractive index rapidly changes

with a positive slope. This results in the material system having a larger than normal group index

(of refraction)ng. For EIT, the destructive interference of the linear absorption is accompanied by

a constructive interference of the nonlinear susceptibility. On the other hand, CPT will eliminate

all nonlinear response (of the two applied fields). Both these processes can still be used to enhance

other nonlinear processes.

The lack of absorption is useful for enhancing a variety of wave-mixing processes [8, 16, 17],

and refractive index [18] or self phase modulation enhancement processes [19,20]. The large group

velocity is used to slow a pulse of light down to 19 m/s [21]. The narrow resonance can be used as

a frequency reference for lasers [22] and in atomic clocks [23–26].

In the later part of the twentieth century, as technology advanced and components shrunk in

size to that of an atom, quantum mechanics was used to predict the behaviors of such devices. An

example is a quantum well where the energy band becomes quantized into subbands. Technological

advances also permit researchers to built quantum dots where the wavefunction of the electron is

confined in all three spatial dimensions and the energy band is completely quantized into discrete

levels.

The study of semiconductor materials dates back to the early twentieth century. Since the 1960s,

germanium was replaced by silicon as the semiconductor material and semiconductor technologies

have been improving since, e.g. from two-terminal devices, to transistors, to semiconductor lasers

and advanced computer chips. One sub-category of semiconductor physics, the quantum well,

evolved naturally from early simple devices, by first utilizing interband and then using intersubband

transitions. Intraband optical transitions were first observed by Kamgar [27] in 1974 in a 2D electron

gas formed in Si inversion layers. The first direct observation of infrared intersubband transitions

in the conduction band was performed by West [28]. Quantum well structures have been used as

optical sensors such as the QWIP [29], and as light emitters such as the quantum well laser [30,31],

and quantum light sources [32].

To achieve transitions at optical frequencies, band engineering is required. This is achieved

through the use of various III-V and II-VI compounds, and even exotic quaternary alloys (in place

of the Group IV silicon). On the patterning side, the use of band engineering, which is one of the

greatest strength of semiconductor physics, has been limited to tuning the transition wavelength by
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varying the width of the quantum well. Multi-structured or multiple well systems provide even more

flexibilities, but at the cost of increased complexity. As the dimensions of quantum well systems

approaches those of an atom, the energy level structure of the quantum well begin to resemble that

of an atomic system. Intersubband transitions (ISBT) in the conduction band of a quantum well

system can be used to mimic optical transitions in an atomic system. Coupled with the ability to

pattern almost any physical structure, a “designer” atom can be made.

In the past decade, various quantum interference effects have been observed in semiconductor

structures. Fr̈ohlich and coworkers have observed coherent effects such as the optical Stark effect

[33] in bulk semiconductor system. EIT and CPT have been observed in interband systems [34–37].

Some of these experiments involve exciton-photon interactions. Faist et. al. [38] have observed

Fano interference utilizing intersubband transitions in the conduction band. LWI [39], and EIT in a

cascade system [40,41] utilizing intersubband transitions have also been observed.

EIT and CPT have been well studied in various atomic systems. However, most researches

concentrate only on the transparency feature, and not much focus has been given to the effects

that concurrent processes (which occur) have on the quantum interference. Although CPT has been

observed in a single-carrier system, the structure used [42] is far from ideal for obtaining a large and

narrow resonance. The goal of this thesis is to better understand CPT in a “real” atomic system and

explore the potential of exporting the effect to a solid state environment to enable the construction

of practical devices based on CPT. The manuscript is structured as follows:

• Chapter 2 describes the two related quantum interference effects of CPT and EIT, with a brief

comparison.

• Chapter 3 outlines the basics of an atomic system from the energy level structure to the macro-

scopic properties in the context of atomic sodium (which was used for all the experiments).

• Chapter 4 gives a brief introduction to various optical pumping, wave mixing and multi-

photon effects that were observed and studied.

• Chapter 5 details the spectroscopic studies of sodium and CPT.

• Chapter 6 follows from Chapter 3 into semiconductor systems and describes the concept of a

quantum well.
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• Chapter 7 describes the feasibility study of observing CPT in a quantum well system, from

the design of the quaternary alloy to theIslandwell structure.

• The last chapter summarizes the research work and discusses some future work that can be

done.

• The large sets of density matrix equations of motion are given in the appendices. Flow charts

that outline the numerical code (but not the code) are also given in the appendices.
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2 Quantum Interference Effects

2.1 Introduction

The Autler Townes splitting [43], a coherence effect, was first observed in 1955. This is the al-

ternating current (AC) version of the DC (direct current) Stark shift. Electromagnetically induced

transparency or EIT shares the same quantum mechanical properties of the Autler Townes splitting,

in addition to including quantum interference. EIT is a pump-probe effect that eliminates the ab-

sorption of a medium by using quantum interference. This creates a narrow transparency window

while preserving the large nonlinearity associated with a near- resonance effect. In aΛ system,

a related process called coherent population trapping or CPT can completely eliminate all atomic

responses. Comparisons between CPT and EIT, and between EIT in the various three-level systems

are presented in this chapter.

2.2 Autler Townes Splitting

The Autler Townes splitting is an interesting coherence effect. When a strong, saturating electro-

magnetic field (of frequencyω) is applied to a transition, the initial and final levels are each split into

doublets as shown in Fig. 2.1. The threshold for the splitting (saturation) is equal to the dephasing

rate (Γ) of the transition. The splitting is proportional to the field strength and detuning of the field

from the transition:

Ωeff =
√

Ω2 + ∆2, (2.1)
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Dressed StatesBare States

∆

ω

|b+〉

|b-〉
|b〉

|a〉
|a+〉

|a-〉

Ωeff

Figure 2.1: Autler Townes splitting.

where the Rabi frequency (interaction energy in frequency units) of the applied field is

Ω = 2µbaE/~, (2.2)

and the detuning of the applied field from the atomic resonance is given by

∆ = ω − ωba. (2.3)

Ωeff is called the effective Rabi frequency and represents the amount of splitting in angular fre-

quency. µba = −erba is the dipole matrix element of the transition from level|a〉 to level |b〉, e

is the electron charge (see Appendix G for values of physical constants),rba is the position matrix

element,E is the electric field amplitude,~ is the reduced Planck’s constant (~ = h/2π), ω is the

angular frequency of the applied field, andωba is the angular frequency of the transition. Such dou-

blets are often called dressed states, which gives a more intuitive understanding with the following

change of basis states:

|b+〉 = |b〉+ ∆/2 + Ωeff/2, (2.4)

|b−〉 = |b〉+ ∆/2− Ωeff/2, (2.5)

where|b〉 is the bare state and|b±〉 are the dressed states. This splitting is also often called the AC

Stark shift c.f. to the DC Stark shift that occurs when a DC field is applied.

This splitting is observed by probing with a weaker field. If the probe field is applied to the

same transition, the absorption of the probe field shows interesting features. The Mollow absorption
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spectrum [44] given by the Imχ(1) curve in Fig. 4.14(a) has an absorption peak on the red side of

resonance (lower frequency than the bare states’ transition frequency) at−Ωeff, a dispersive profile

on resonance, and a gain feature on the blue side of resonance atΩeff, for a blue detuned pump

field. When the pump field is off resonance as shown, the absorption and gain features will have

asymmetric heights due to the unbalanced population in each of the dressed states. When the probe

field is applied from a third level to one of the doublets (either the upper or lower doublets), two

lorentzian absorption peaks, separated by the effective Rabi frequency, are observed.

2.3 Electromagnetically Induced Transparency

-1 -0.5 0 0.5 1

P
ro

b
e 

ab
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ti

o
n

Normalized pump-probe detuning

Figure 2.2: Comparison of the absorption within the EIT window (solid line) and the absorption

due to the sum of two lorentzian tails (dashed line).

To illustrate the difference between the Autler Townes splitting and EIT, a weakly saturating

pump field is used, i.e.Ωeff . Γ. In this example, the doublet states are not well separated. When

the weaker probe field is applied from a third level to one of the doublet states, two lorentzian

absorption peaks will be observed. When the probe field is tuned to the mid-point of the doublet

(two-photon resonance condition), naively, the absorption of the probe field should be the sum of

the two lorentzian tails (see Fig. 2.2). It is however observed experimentally that the absorption

is less and can potentially be zero. This is due to quantum interference and the process is called

electromagnetically induced transparency (EIT) [8,10,45].

The quantum interference effect of EIT is best illustrated by taking the case of the probe field

coupling only the lower doublets, of the example given before, to a ground level, i.e. a cascadeΞ
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|c〉

|b〉

|a〉

|b+〉

|b-〉

ω1

ω2

Figure 2.3: Destructive interference of the transition probability amplitudes that leads to EIT.

system as shown in Fig. 2.4(a). The transition probability amplitude from each level of that doublet

|b±〉 to the common third level|a〉 can interfere destructively as shown in Fig. 2.3. This lead to a

cancellation of the absorption of the probe field. Since the|b〉 states are not populated, there is also

no absorption of the pump field. The nonlinear susceptibility experiences a constructive interference

instead. This opposite interference effect for the linear and nonlinear susceptibility enables EIT to

be used to enhance the various nonlinear effects mentioned in Chapter 1. EIT can also be observed

in a V system [Fig. 2.4(b)] where the lower doublet is the ground level. More common use of this

configuration is for a related process called lasing without inversion (LWI).

2.4 Coherent Population Trapping

A unique feature of a three-levelΛ system [Fig. 2.4(c)] is that a dark state [9] can be created

through coherent population trapping (CPT). Once the system is “pumped” into the dark state, there

is no absorption for either the pump or the probe field. The two applied fields create two coherent

superpositions states from the lower atomic basis states which can be defined as

|DS〉 =
Ω1

Ω′
|a〉 − Ω2

Ω′
|b〉, (2.6)

|BS〉 =
Ω1

Ω′
|a〉+

Ω2

Ω′
|b〉, (2.7)

whereΩ′ =
√

Ω2
1 + Ω2

2 is the generalized Rabi frequency, andΩ1 (Ω2) is the Rabi frequency of

the probe (pump) field. Both the dark state (DS) and the corresponding bright state (BS) are state
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amplitudes with their corresponding dressed states in the dressed system [46]. At exact two-photon

(Raman) resonance, all susceptibilities vanish and the system is decoupled from the optical fields.

A perfect dark state is created if there is no dephasing between the initial and final states of the two-

photon transition. The linewidth of the CPT transparency feature is dependent on the dephasing

rate between the two ground states, and not of that of the radiative transitions (as in the other two

three-level systems) which can be much larger.

The transparency can also be explained with destructive interference as is done with EIT. In the

Λ system, the interference occurs between the two pathways to the common excited level. However,

unlike the EIT case, destructive interference is also present for the nonlinear susceptibility.

2.5 A Comparison

|c〉

|b〉

|a〉

ω1

ω2

(a)

|c〉

|b〉

|a〉

ω1 ω2

(b)

|c〉

|b〉

|a〉

ω1 ω2

(c)

Figure 2.4: Energy level diagrams of the three standard configurations of a three-level atomic sys-

tem: (a)Ξ system, (b) V system, and (c)Λ system.

CPT is closely related to EIT. Although these two processes produce similar effects, they have

important distinctions. CPT can be considered as a specific case of EIT, where the dark state as-

sociated with CPT is only stable in aΛ system, and it has the consequence of eliminating all the

responses of the medium at a specific frequency for the preparation fields1. EIT involves a strong

pump and a weaker probe field while CPT is usually performed with comparable field strengths. If

the system is not initially prepared, in the transient regime, EIT can be partially switched on in less

1The two applied fields that created the dark state.
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then a radiative lifetime. CPT requires a few radiative lifetimes for the atom to be optically pumped

into a dark state [47].

To observe the difference, the three closed three-level systems with two applied fields as shown

in Fig. 2.4 are studied in the homogeneously broadened limit. The pump field is applied to the

|b〉 → |c〉 transition and the much weaker probe field to the|a〉 → |b〉 transition. The derivations

of the susceptibilities are identical for theΛ and theΞ system with the appropriate change of decay

and detuning terms. The V system is a little more complicated as some of the approximations are

not applicable.

For theΛ system, the detunings of the probe and pump fields w.r.t. their respective transition

frequencies are∆1 = ω1 − ωba and∆2 = ω2 − ωbc respectively. The pump-probe detuning is

defined as

ζ = ω1 − ω2. (2.8)

and the two-photon detuning as

δ = ∆1 −∆2. (2.9)

The Raman (two-photon) resonance in aΛ system is defined asζ = ωca (δ = 0).

The Rabi frequency is as defined in Eq. 2.2.γab andγcb are the radiative population decay rates

from level|b〉 to the lower levels|a〉 and|c〉 respectively.γac andγca are the decay rates from levels

|c〉 to |a〉 and|a〉 to |c〉 due to transit-time effects, which are much smaller than the radiative decay

rates. The coherence dephasing rates (off-diagonal density matrix elements) as defined by Eq. A.3

are

Γac =
1
2

(γca + γac) , (2.10a)

Γab =
1
2

(γab + γcb + γca) , (2.10b)

Γcb =
1
2

(γab + γcb + γac) . (2.10c)

The general density matrix equations of motion are written in Appendix A. A rotating frame

transformation as described in the appendix is performed where

ρba = σbae
−iω1t, (2.11a)

ρbc = σbce
−iω2t, (2.11b)

ρca = σcae
−i(ω1−ω2)t. (2.11c)
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The rotating-wave approximation and the population conservation rule for closed atomic sys-

tems are then applied. To simplify the problem, it is assumed that initially all the population are in

the lowest state|a〉 such that

σaa(t = 0) = 1, σbb(t = 0) = σcc(t = 0) = 0, (2.12)

σcb(t = 0) = 0. (2.13)

The off-diagonal equations of motion then become a pair of coupled equations

σ̇ba = (i∆1 − Γba)σba +
i

2
Ω2σca +

i

2
Ω1, (2.14)

σ̇ca = (iδ − Γca) σca +
i

2
Ω∗2σba. (2.15)

Since the dipole matrix elements of the Rabi frequencies are real, the conjugate notation is

dropped from here on. These equations can be written compactly in matrix form (Eq. A.7) with

R =


 σba

σca


 , M =


 i∆1 − Γba

i
2Ω2

i
2Ω2 iδ − Γca


 , S =


 − i

2Ω1

0


 . (2.16)

With continuous wave (CW) fields, the density matrix equations of motion can be solved with

an integration or a matrix inversion in the steady-state,

R(t) = e−M(t−t′)Sdt′ (2.17)

= M−1S. (2.18)

This yields the density matrix element

σba =
−iΩ1 (iδ − Γca) /2

(i∆1 − Γba) (iδ − Γca) + (Ω2/2)2
. (2.19)

Using the definition of the atomic polarization:

P̃ = 2Nµσe−iω1t (2.20)

= ε0χE, (2.21)
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the susceptibilityχ = χ′ + iχ′′ can be obtained from the density matrix element and written as

χ′ =
2N |µba|2

ε0~

Γca(δΓba + ∆1Γca)− δ
[
δ∆1 − ΓbaΓca− (Ω2/2)2

]

[
δ∆1 − ΓbaΓca− (Ω2/2)2

]2
− (δΓba + ∆1Γca)

2
(2.22)

χ′′ =
2N |µba|2

ε0~

δ (δΓba + ∆1Γca)− Γca

[
δ∆1 − ΓbaΓca− (Ω2/2)2

]

[
δ∆1 − ΓbaΓca− (Ω2/2)2

]2
− (δΓba + ∆1Γca)

2
, (2.23)

whereN is the number density andε0 is the permittivity in free space. The response of the system

on the probe field (atomic polarization) is related to this susceptibility.

For theΞ system, the same pair of coupled equations (Eqs. 2.14 and 2.15) is obtained with

the same assumptions as Eqs. 2.12 and 2.13. The differing elements are the rotating frame, the

definitions of the detuning, and the dephasing rates as shown below. For completeness, theΩ2

terms in the coupled equations have their conjugations flipped.

ρba = σbae
−iω1t, (2.24a)

ρbc = σbce
−iω2t, (2.24b)

ρca = σcae
−i(ω1+ω2)t, (2.24c)

with δ = ∆1 + ∆2, where∆2 = ω2 − ωcb, and

Γac =
1
2

(γbc + γac) , (2.25a)

Γab =
1
2
γab, (2.25b)

Γbc =
1
2

(γab + γac + γbc) . (2.25c)

In the V system, since there is a strong field coupling the lowest ground state, only the following

assumption is made:

σbb(t = 0) = σcc(t = 0) =
1
2
, (2.26)

and this rotating frame is used

ρab = σabe
−iω1t, (2.27a)

ρbc = σbce
iω2t, (2.27b)

ρac = σcae
−i(ω1−ω2)t. (2.27c)
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The equations of motion are

σ̇ab = (i∆1 − Γba) σba− i

2
Ω2σac +

i

4
Ω1, (2.28)

σ̇ac = (iδ − Γac) σac− i

2
Ω∗2σab +

i

2
Ω1σbc, (2.29)

σ̇bc = − (i∆2 + Γbc) σbc +
i

2
Ω∗1σac, (2.30)

where the decoherence rates are

Γac =
1
2

(γbc + γba + γca + γac) , (2.31a)

Γab =
1
2

(γbc + γac) , (2.31b)

Γcb =
1
2

(γba + γca) . (2.31c)

The matrix components of the equations of motion are

R =




σab

σac

σbc


 , M =




i∆1 − Γba − i
2Ω2 0

− i
2Ω2 iδ − Γac

i
2Ω1

0 i
2Ω1 −i∆2 − Γbc


 , A =




− i
4Ω1

0

0


 . (2.32)

This set of equations of motion can be evaluated in the same manner as before using the matrix

inversion method to yield

σab =
− i

4Ω1

[
(iδ − Γca) (−i∆2 − Γbc) + |Ω1/2|2

]

(i∆1 − Γba)
[
(iδ − Γca) (−i∆2 − Γbc) + |Ω1/2|2

]
− |Ω2/2|2 (i∆2 + Γbc)

, (2.33)

and the susceptibility

χ =− i
N |µba|2

ε0~

× (iδ − Γca) (−i∆2 − Γbc) + |Ω1/2|2

(i∆1 − Γba)
[
(iδ − Γca) (−i∆2 − Γbc) + |Ω1/2|2

]
− |Ω2/2|2 (i∆2 + Γbc)

. (2.34)

The real and imaginary parts of the density matrix element (which is related to the response of

the probe field) of the three systems for various pump Rabi frequencies, normalized to the radiative

lifetime T1 (= 1 / decay rate of the excited level), are plotted in Fig. 2.5 from Eqs. 2.19 and 2.33.

The threshold condition for transparency in theΞ system is that the pump field be saturating the
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Figure 2.5: Real and imaginary parts of the density matrix element (for the probe field), of the

three-level systems, for various normalized pump Rabi frequenciesΩpT1.

transition. In that case, the transparency window will be power-broadened instead of being lim-

ited by the dephasing rate of the transition between the initial|a〉 and final state|c〉. There is no

transparency in the V system as the dark state in the V system (which is a superposition of the two

excited bare states) “decays” radiatively and therefore is not stable due to the assumption of a weak

probe field. In the weakly saturating (pump field) condition, theΛ system has the narrowest trans-

parency feature. This is because the decay rate of the dark state in theΛ system is the dephasing rate

between the ground states which is relatively very small. Note that the maximum transparency of

theΞ system is lower than that of theΛ system even in the presence of a strongly saturating pump

field (ΩpT1 = 5). The condition for transparency can be generalized as follows:

• The transparency starts to appear when the fields saturate the two-photon transition,

• Maximum transparency begins when the pump field saturates the optical transition.

The upper half of Fig. 2.5 is proportional to the real part of the refractive index

(n0 =
√

1 + 4πχ(1)). In the presence of transparency the refractive index changes rapidly, which

is the driving force behind slow light experiments.
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2.6 Summary

Two related quantum interference effects have been introduced. Although the AC Stark shift in

itself is not considered a quantum interference effect, it can be thought of as EIT and CPT residing

in the AC Stark shift feature. EIT can be achieved in a variety of systems [48]: two-level, three-

level, and four-level systems. In the literature, there is no distinction between EIT and CPT. In this

thesis, CPT is classified as the version of EIT in aΛ system and the process is best described using

dark and bright states. From the comparison, CPT in theΛ system is “superior” to EIT in the other

three-level systems for achieving a narrow transparency feature.
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3 The Atomic System

3.1 Introduction

In the previous chapter, quantum interference effects were described for the case of closed, elemen-

tary systems. In experiments to observe these effects, such ideal systems are rarely found. Degen-

erate or extraneous levels are often present in the vicinity of the elementary systems. Nonetheless,

an atomic system is usually the most ideal medium for experiments. In particular, sodium is chosen

for this work despite some of its complications.

3.2 Atomic Energy Level Structure

The energy level structure of any atom is defined by quantum numbers representing the various

momentum due to the motion of both the electron and the nucleus. The shells or electron orbits are

defined by the quantum numbern. The angular momentum of shelln is quantized, and

p = mvr = n
h

2π
(3.1)

2πr = n
h

mv

= nλ, (3.2)
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whereλ is the de Broglie wavelength1, m is the mass,v is the velocity of the electron, andr is

the radius of the orbit. If the angular momentum is not an integer multiple ofh
2π (~), then there is

destructive interference and the wavefunction of the electron will collapse.

According to Sommerfeld,n measures the long axis of the elliptical electron orbit and a new

quantum numberk defines the ellipticity, wherek = 1, 2, . . ., n. The case ofk = n represents

a circular orbit andk = 0 is rejected since it meant the electron would move through the nucleus.

With wave mechanics and Heisenberg’s uncertainty principle, where the electron is ”smeared” out

over space, thek 6= 0 restriction does not hold and a new quantum number is used wherel = k− 1.

For a givenn, there are n different values ofl (0, 1, ..., n-1). The different values ofl defines the

electron type. The electrons are named as followed:

l = 0 s electron,

l = 1 p electron,

l = 2 d electron,

l = 3 f electron,

(3.3)

and for emissive transitions, they are designated as:

k = 1 → k = 2 sharp series (e.g. 4s→ 3p),

k = 2 → k = 1 principle series (e.g. 3p→ 3s, D lines of Na),

k = 3 → k = 2 diffuse series (e.g. 3d→ 3p),

k = 4 → k = 3 fundamental series (e.g. 4f→ 3d).

(3.4)

Since the electron spins around its axis, it acts like a tiny magnet and interact with the orbital

motion of the electron. The different respective orientation of the momenta results in different

energies and a new quantum numberj, wherej = l ± s is required, ands is the quantum number

representing the spin momentum of the electron. Fors ≤ l, there are (2s + 1) possiblej values and

this value is called the “multiplicity” of the energy level described by the quantum numberl. For a

multiple electron system, uppercase is used for the quantum numbers, e.g.L for the case of the total

electron orbital angular momentum whereLmax =
∑
i
|li|.

1The de Broglie wavelength is the wavelength of the standing wave of the electron wavefunction. Although it is not

entirely correct to say that it is the wavelength of the standing wave of the electron (particle) orbit as in the old quantum

theory, the model of a corpuscle orbiting the nucleus (Bohr atom) is used to provide a conceptual picture.
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The electron orbital angular momentumL , its ẑ-componentLz, the electron spin angular mo-

mentumS, its ẑ-componentSz, the total electron angular momentumJ, and itsẑ-componentJz are

thus characterized by the quantum numbersl, ml, s, ms, j, andmj respectively.J is the vectorial

sum ofL andS. The magnitude of the total electron angular momentum and itsẑ-component are

J = ~
√

j(j + 1) (3.5)

Jz = ~mj . (3.6)

The same relation holds for the electron orbital and spin momenta.

For s electrons (l = 0), there are no magnetic moment so the energy of the system is independent

on spin orientation (no doublets fors = 1
2 ). The inner shells also haveL = 0 or S = 0 since

they are closed shells. Only the valence electrons define the values ofL andS, and therefore the

physical and chemical properties of the atom (a noble atom has a full outer shell). The revolution

of the nucleus also produces a nuclear angular momentumI . An energy level characterized by the

quantum numbersl, s, andj is split into(2j + 1) different energy levels when it interacts with the

spin magnetic dipole moment of the nucleus, defined by the quantum numberF , where the total

atomic angular momentum is

F = J + I . (3.7)

The atom withJ 6= 0 acts like a magnet and will try to orient itself to an external magnetic field.

In the presence of a weak external magnetic field, each level defined byF is split into (2F + 1)

number of levels characterized by the quantum numbermF . The atom having angular momentum

~
√

j(j + 1) has(2j + 1) possible orientations in a strong external magnetic field because the com-

ponentPH of the total angular momentum vectorP in the direction of the magnetic fieldH can

have the values

PH = ~mF (mF = −j, = j + 1, ..., j − 1, j). (3.8)

The componentµH of the total magnetic momentµm in the direction of the magnetic field H is

µH = −µB g mF , (3.9)

whereg is the Land́e g-factor

g = 1 +
j(j + 1) + s(s + 1)− l(l + 1)

2j(j + 1)
, (3.10)
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and the Bohr magneton is

µB =
(

µ0e~
2m

)
. (3.11)

The above mentioned interaction between the electron’s spin magnetic dipole moment and the

internal magnetic field due to the electron orbital motion, called thespin-orbit interaction(L · S),

creates the fine structure. The spin-orbit interaction has the value

L · S =
~2

2
[j(j + 1)− l(l + 1)− s(s + 1)]. (3.12)

The interaction between the internal magnetic field produced by the motion of the electron with

angular momentumJ and the spin magnetic dipole moment of the nucleus with angular momentum

I creates the hyperfine structure labelled byF. The magnetic momentµm, created by the revolution

of a negative point charge, couples with an external applied magnetic field to produce the Zeeman

sublevels.

The nomenclature for defining a level in the fine structure is, for example:

32S1/2 (3.13)

where the3 is the quantum numbern, the superscript2 is thej multiplicity (2s + 1), S denotes a s

electron (l = 0), and the subscript12 is thej value (l + s). The number of electrons are defined by a

superscript outside a parenthesis, e.g.(2p)3 denotes 32p-electrons.

ml can have(2l +1) values:−l, (−l +1),...,(l− 1), l. Fors = 1
2 , ms can have two values,−1

2

and+1
2 . The total number of differentml andms combinations for a givenl is 2(2l+1). A subshell

(n andl given) is filled if it contains2(2l + 1) electrons. Ans-subshell can thus have 2 electrons.

a p-subshell 6 electrons, ad-subshell 10 electrons and anf -subshell 14 electrons. Therefore, the

n = 2 shell has 8 electrons: 2 in thel = 0 subshell and 6 in thel = 1 subshell. This is due to Pauli’s

exclusion principle which states that:

No two electrons can have an identical set of quantum numbersn, l, ml, andms.

Therefore, an electron is characterized by these four quantum numbers. The transition selection
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rules for an optical transition are [49].

∆L = ±1,

∆S = 0,

∆J = 0,±1,

J = 0 → J = 0 is forbidden, e.g.s to s state,

∆M = ±1.

(3.14)

In an atomic system, transitions between hyperfine ground levels and between hyperfine excited

levels are electric dipole forbidden. Therefore, the hyperfine ground levels intrinsically have very

long lifetimes.

3.3 Atomic Sodium

Figure 3.1: Atomic structure of sodium showing a single valence electron.

Atomic sodium Na23 is a metallic alkali [50] and has an atomic number of 11. It is a hydrogenoid

atom, i.e. a single valence-electron orbiting the quasi-nucleus which consist of the protons and the

other 10 inner shell electrons (each circle in Fig. 3.1 represents ann shell). Without the complication

of multiple valence electrons, it is therefore well suited to be used in research. Sodium is also highly

nonlinear with a principle absorption line in the optical frequencies, facilitating the alignment of

experiments. The versatility of sodium also contributes to its popularity in research laboratories.

Spectroscopic studies can be carried out in the homogeneously-broadened limit with an atomic beam

or a magneto-optic trap (MOT), and Doppler features can be observed in a vapor cell or a heatpipe.

However, sodium is highly corrosive and reacts strongly with oxygen. At room temperature it is a
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silvery white solid. During the chemical reaction with water, white powder-like sodium peroxide

Na2O2 and sodium oxide Na2O are formed and hydrogen is released.

The highest occupied state (ground level) where the single valence electron resides in is the

3s orbital. This electron has a doublet structure due to the spin-orbit interaction: the 3s level is

a singlet while the 3p level is a doublet (the fine structure). The ground level, however, has zero

electronic magnetic moment; therefore the ground level energy of the system is independent of the

orbital spin orientation. Excitations from the 3s to the 3p orbital are the famousD lines at 5896

Å and 5890Å [51]. The nuclear spin ofI = 3
2 of sodium combines with each value of the total

electronic angular momentumJ to produce the hyperfine structure. The hyperfine structure of the

D1 line (32S1/2 − 32P1/2) at 5896Å consist of two hyperfine ground levels 1772 MHz apart, and

two hyperfine excited levels 189 MHz apart as shown in Fig. 3.22. The hyperfine levels are labelled

by F , and each hyperfine level itself is (2F + 1)-degenerate. By applying a magnetic field in the

direction of propagation of the laser beam (quantization axis,ẑ), this degeneracy can be lifted and

we have the Zeeman (magnetic) sublevels as shown in Fig. 3.3 [52]. In the weak field regime, the

amount of energy shift due to theanomalous Zeeman effect[53] is

∆E|F mF 〉 = µB gF mF Bz, (3.15)

wheregF is the hyperfine Land́e g-factor,mF is the quantum number of thez-component of the

total angular momentum, andBz is thez-component (quantization axis) of the applied magnetic

field. In the strong magnetic field regime, the energy shift is called thePaschen-Back effect[54].

For the purpose of studying optical transitions, it is often convenient to take the quantization

axis to be parallel to the electric field vector of the laser beam (x-axis). In this case, for a linearly

polarized field, the field is calledπ-polarized that couples levels with∆mF = 0. A right (left)-hand-

circularly polarized fieldσ+ (σ−) couples levels with∆m = +1 (∆m = −1). A linearly polarized

field that is orthogonal to the quantization axis can be decomposed into right and left-hand-circular

polarization. The Clebsch-Gordon coefficients used to calculate the dipole matrix element of each

transition in theD1 line of sodium are given in Table 3.1 (see Appendix B of [55] and Complement

BX of [56]).

2Redrawn from [51]
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Figure 3.3: Energy shifts of the Zeeman levels in the presence of a weak magnetic field.
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ẑ −
√

1
12

σ̂+

〈1, 1| −
√

1
36

σ̂− −
√

1
36

ẑ
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Table 3.1: Clebsch-Gordon coefficients for theD1 line of sodium.

3.4 Inhomogeneous Broadening

With an ensemble of atoms, like in a vapor cell, inhomogeneous broadening is present. In this case,

the broadening is Doppler [57]. This is due to the motion of the sodium atoms in the cell having

different velocities. The frequency of the light that the atom “sees” is shifted and this effect is only

present if the atom is moving in the same axis as the optical beam. If the optical beam is propagating
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in the positivez direction, then the (angular) frequency of the beam the atom sees is

ω = ω0 − kvz, (3.16)

whereω0 is the actual (angular) frequency of the optical beam,k is the wavevector of the photon

andvz is thez-component of the velocity of the atom. A Maxwell-Boltzmann distribution is often

used to represent the spread of velocities of the atoms. In thez axis, the number of atoms at velocity

v is

n(v) =
N√
2πσ2

D

e−v2/2σ2
D , dv, (3.17)

whereN is the total number of atoms, the most probable speedvRMS = σD =
√

kBT/m, with kB

the Boltzmann constant, T the temperature in degree Kelvin, andm the atomic mass3. The Doppler

halfwidth∆ωD is

∆ωD =
√

2 ln 2 k vRMS (3.18)

=
ω0

c

√
2 ln 2

kBT
m

. (3.19)

For two-photon effects, Doppler broadening can often be reduced by using the appropriate con-

figuration: counter-propagating fields are used for aΞ system, and co-propagating fields are used

for a V or Λ system. This configuration allows for the two fields to experience the appropriate

frequency shifts to maintain the two-photon resonance condition. The detuning from an atomic

transition (ωba) is

∆ba = ω − ωba (3.20)

= ω0 − ωba− kv (3.21)

= ∆ba,0− kv. (3.22)

The subscripts0 denotes the detunings of an atom at rest. If the two fields are at an angle (k1 6= k2),

the amount of residual broadening is increased. Even with the two beams being collinear, if they

have different frequencies, residual Doppler broadening will still be present. For a Raman transition,

i.e. in aΛ system, the fields with frequenciesω1 andω2 are assumed to couple to the transitions

3Sodium has an atomic mass of 23, i.e. m = 23u, where u is the atomic mass unit.
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|a〉 → |b〉 and|c〉 → |b〉 respectively. For an atom with velocityv, the two-photon (Raman) detuning

is

δ = ∆ba−∆cb (3.23)

= ∆ba,0−∆bc,0− k1v + k2v (3.24)

= δ0 − (ω1 − ω2)v/c, (3.25)

where the second term in Eq. 3.25 is the residual Doppler broadening term.

3.5 Summary

The energy level structure of atomic sodium was explained. As can be seen, sodium is not a two

level atom. With this elaborated structure, a rich variety of processes can be observed in this system.

The concept of inhomogeneous broadening was also introduced.
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4 Laser Spectroscopy and Optical Coherence

Effects

4.1 Introduction

Laser spectroscopy has been widely used to study the properties of material systems. These tech-

niques involve various coherent, incoherent, linear and nonlinear effects. Among the more com-

monly used methods are saturation spectroscopy and coherent Raman scattering.

Since the coherence length of the laser fields are very long, optical coherence effects are often

studied using lasers as well. Two particular phenomena that will be discussed here are slow light

and self phase modulation.

4.2 Optical Pumping

When a saturating field is applied to the system, saturation effects and optical pumping can oc-

cur. Optical pumping [58, 59] is one of the earliest optical processes discovered, even before the

invention of the laser. Its manifestation however is very varied and many new phenomena are still

attributed to optical pumping. These processes are most prominent in a Doppler-broadened medium

having a resonance feature with a width around the natural linewidth, within the much broader

Doppler spectrum.
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Figure 4.1: (a) Probe absorption spectrum showing a spectral hole. (b) Pump absorption spectrum

with and without saturation.

4.2.1 Hole burning in a two-level system

The most famous saturation effect is the Lamb dip [60, 61], which is a particular form (counter-

propagating, degenerate laser frequency) of spectral hole burning as shown in Fig. 4.1(a). A spectral

hole is usually observed in a Doppler-broadened two-level atomic medium. The weaker probe field

can be applied copropagating or counter-propagating to the saturating pump field. For a particular

velocity sub-group of atoms, the pump field drives population into the upper level thereby depleting

the population of the ground level. The pump field will experience saturation and the absorption of

the pump field will also be reduced. Figure 4.1(b) shows the absorption of the pump field as it is

scanned across the Doppler profile. A continuous series of spectral holes are “burned” resulting in

an overall reduction of the absorption spectrum (dotted line).

The steady-state absorption of the probe fieldα is given by a product of two factors: the absorp-

tion cross-section, and the population inversion (ρbb− ρaa):

α ∝ ρbb− ρaa

(ω − ωba) + i/T2 + iΩ
. (4.1)

The absorption cross-section (the inverse of the denominator of Eq. 4.1) depends on the probe

field’s detuning in the usual way: peaking when the probe field is resonant with the transition. In

this counter-propagating configuration, the fields are resonant simultaneously only for one velocity

sub-group of atoms, e.g. those that are at rest if the pump field is on resonance. The population

amplitude plot versus atom velocity is similar to Fig. 4.1(a). For this sub-group of atoms, the probe

absorption is reduced because the population in the ground level is depleted by the pump field.
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For other sub-groups, the hole burnt by the pump field is not seen by the probe field as the latter is

detuned away from resonance. The spectral width of the hole is generally proportional to the inverse

of the homogeneous lifetime (1/T2 = 1/2T1) and can be power-broadened (the Rabi frequency term

Ω in the denominator of Eq. 4.1). If the pump field is much stronger than the saturation intensity

of the transition, drastic change in the absorption spectrum such as the Autler Townes splitting can

also be observed. However, since the spectrum is Doppler-broadened, much higher pump intensities

are required to separate the Autler Townes features.

4.2.2 Optical pumping in aΛ system

Optical pumping is a little different in aΛ system. When a strong fieldωp is applied to the transition

coupling the lower ground level, population is transferred from the ground level to the excited level.

That population can then either decay back to the original ground level or to the other (upper)

ground level. The latter results in the depletion of population in the first ground level as shown by

the size of the circles representing population in Fig. 4.2(a), therefore reducing the absorption of the

pump field. If a probe fieldωs is applied to the other transition, for a particular velocity subgroup

of atoms, the probe field will experience increased absorption due to the increased population in the

upper ground level. CPT will occur, when the two fields are on Raman resonance, amid a broader

induced absorption background (inside the even broader Doppler spectrum) as shown by the solid

curve in Fig. 4.2(b). At very high pump intensities, the induced absorption background broadens

(dotted curve).

4.2.3 Difference frequency crossing in a V system

A saturation effect in a V system that creates an absorption dip is the difference frequency crossing

(DFC) resonance. The absorption cross-section peaks when the probe field is resonant with the

|a〉 → |c〉 transition, and the pump field saturates the system when it is resonant with the|a〉 → |d〉
transition. This causes the ground level population to be partially depleted as shown in Fig. 4.3(a).

In a Doppler-broadened medium, each factor is resonant for a particular velocity subgroup of atoms.

If the pump-probe detuningζ = −ωdc, then the resonance in the ground level depletion occurs for

the velocity subgroup that has the largest absorption cross-section. This double-resonance makes the
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Figure 4.3: Difference-frequency crossing resonance in a V system. (a) Energy level diagram show-

ing the V system. (b) Resulting absorption dip for a red-detuned probe field.

dominant contribution to the probe absorption as seen in Fig. 4.3(b), and the absorption is reduced.

But if ζ 6= ωdc, the resonance of the ground level depletion occurs for a velocity subgroup that

has a low absorption cross-section, and the impact of ground level depletion on the absorption is

negligible.

This feature can be understood mathematically as

α(ωs− ωp − ωdc) =
∫

Nσ(ωs− ωca− kv)ρaa(ωp − ωda− kv)g(kv) d(kv), (4.2)

whereα is the probe absorption in the presence of the pump field,N is the number of atoms,σ

is the absorption cross-section,ρaa is the population of ground level|a〉, andg is the Maxwellian

Doppler profile. For simplicity the fields are assumed to be tuned close to resonance, so that only

small values ofkv are relevant, andg(kv) can be ignored. It has been shown in [62] that as long as
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|ζ−ωdc| ¿ kv, the fields can be detuned appreciably from their individual single-photon transitions

(Doppler half-width) without affecting the size of the nonlinear polarization. Equation 4.2 can then

be written as a convolution function

α(∆′) = N

∫
σ(∆

′
+ ∆)ρaa(∆) d∆, (4.3)

where∆
′
= ζ −ωdc and∆ = ωp−ωda− kv. The linewidth of the resonance is the sum of those of

the two functions (σ andρaa) in the integral. In the limiting case of only radiative broadening, both

σ andρaa are lorentzians with a width of the homogeneous linewidth. The linewidth of the DFC

resonance will therefore be twice the homogeneous width. The lorentzians are replaced with their

power-broadened versions for larger field intensities.

This DFC resonance is the nondegenerate (in laser frequency), co-propagating analogue of the

crossover resonance studied in [63]. The analysis here is similar to that of Schlossberg and Javan

[62] (see Eq. 21 for travelling waves), and Feld and Javan in their section on a V system (see Eq. 54

of [64]).

4.2.4 Cross-transition resonance in a doubleΛ system

(b)(a)
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ζ

ωp ωs

|b〉

|c〉

|d〉

|a〉

Figure 4.4: Cross-transition resonance in a double-Λ system. (a) Energy level diagram showing op-

tical pumping from ground level|a〉 to ground level|b〉 through spontaneous emission. (b) Enhanced

absorption for a red-detuned probe field.

Optical pumping in a doubleΛ system is a little more involved. Figure 4.4(a) shows the pump

and probe fields coupling to transitions that do not share any common levels. CPT does not occur

because the fields are resonant (for a particular velocity subgroup of atoms) with different excited
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levels. For this velocity subgroup, the pump field drives population to the upper excited state|d〉
which can decay spontaneously to the other ground level|b〉. Since the probe field is weaker, the

population accumulates in level|b〉, thereby increasing the population difference (ρcc− ρbb) of the

probe transition or equivalently the probe absorption. The absorption peak shown in Fig. 4.4(b)

is obtained at the pump-probe detuning of the frequency difference between the two transitions:

ωda− ωcb = ωba + ωdc.

As mentioned before, the attenuation of the probe field is a product of two factors: the absorption

cross-section, and the population inversion. The width of the cross-transition resonance is therefore

the sum of the widths of the two relevant functions. At higher pump intensities, the resonance

becomes broader and flattens [65] just like the optical pumping effect in the (single)Λ system.

4.3 Wave Mixing
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Figure 4.5: (a) Vectorial representation of phase matching in wave mixing processes. (b) Phase

mismatch due to difference in the refractive indices.

The process of wave mixing encompasses many varieties from two-beam coupling to phase

conjugation to multi-wave mixing processes. The energy conservation rule governs the frequency

of each field involved in the process. Phase matching [Fig. 4.5(a)] will determine the efficiency of

the mixing. There is a variety of different geometries (collinear, boxcar [66], etc.) for achieving

phase matching. For certain collinear wave mixing processes, phase matching is not perfect but the

overlap region is longer than in non-collinear ones which might be desirable for certain applications.

For non-degenerate four-wave-mixing in a dispersive two-level atom in the collinear geometries,



4.3. WAVE MIXING 33

perfect phase matching cannot be achieved. This is due to the different refractive indices experi-

enced by the fields at various frequencies. The refractive index at the laser frequencyω1 andω3 is

always lower than the average of those experienced by the Stokesω2 and anti-Stokesωi fields as

shown in Fig. 4.5(b). This is not an issue in other systems, e.g. three level systems, since each field is

coupling to a different transition and detuned by the same amount from their respective transitions.

ω1

|d〉

|a〉

|b〉

|c〉

ω2

ω3

ωi

(a)

|a〉

|b〉

|c〉

ω1

ω2 ω3

ωi

(b)

Figure 4.6: Two possible four-wave-mixing configurations.

Four-wave-mixing (FWM) belongs to a group of third order nonlinear processes that generates

an idler field whose frequency is a combination of those of the other 3 applied fields. Figure 4.6

shows two possible configurations.ω1, ω2, andω3 are the frequencies of the applied fields and

ωi is the frequency of the generated field. Dashed and solid lines indicate virtual and real levels

respectively. A special case of FWM is third-harmonic generation where the idler frequencyωi is

equal to3ω [Fig. 4.6(a)]. Besides third-harmonic generation and coherent Raman scattering (CRS),

all other configurations are generally termed FWM. Within the class of FWM processes, there are

degenerate (ωi = ω1 = ω2 = ω3) and nondegenerate versions. Although the degenerate case looks

like self phase modulation, the important difference is that FWM includes more than one applied

optical beam, even if they are collinear and copropagating. It also involves the transfer of energy

from one beam to another.

4.3.1 Forward degenerate four-wave-mixing in an opened two-level system

In an open two-level system, forward degenerate four-wave-mixing (FDFWM) as depicted in Fig. 4.7

can occur. It is termed “forward” because all the fields, including the generated idler field, are prop-

agating in the same (forward) direction. This process will also occur for 3 separate counterpropa-
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ω1 ω2
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Figure 4.7: Forward degenerate four-wave-mixing in an open two-level system.

gating fields under the namedegenerate four-wave-mixing.

Each of the two levels has a small decay rate (γi) out of the two-level system and a small

repopulation rate (λi). If ω1 is designated the pump field andω2 the probe field, then∆ is the pump

detuning, andζ is the pump-probe detuning.ω3 in this case, is equal toω1. In the presence of

additional dephasing or decay (for example, to an external reservoir as in an open system) paths out

of the two-level system [67], narrowing of the resonance below the natural linewidth occurs only if

the additional decay rate for the excited level is larger than the additional decay rate of the ground

level. The width of this feature depends on the decay rate of the ground level out of the two-level

system (γa).

4.3.2 Non-degenerate four-wave-mixing in a V system

ω1 ω2

|a〉

|c〉
∆

ζ

ω3 ωi

∆dc ∆
|d〉

Figure 4.8: Non-degenerate four-wave-mixing in the V system.

Non-degenerate four-wave-mixing (NDFWM) in the V system is shown in Fig. 4.8. Ifω1 = ω3,
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then the one-photon-detuning of each transition|a〉 → |c〉 and|a〉 → |d〉 are the same. The doubly-

resonant idler field peaks whenζ matches the frequency separation of the excited levels (ωdc). This

process occurs at the same pump-probe detuning as the saturation effect in a V system described

earlier, but with the generation of an idler field. Unlike FDFWM described earlier, there is no line

narrowing effects, and the width of the resonance is of the order of the homogeneous linewidth that

can power-broaden.

4.3.3 Coherent Raman scattering

|a〉
|b〉

|d〉

|c〉

ω2ω1ωi ω3

(a)

|a〉
|b〉

|d〉

|c〉

ω1ωiω3ω2

(b)

Figure 4.9: The two coherent Raman scattering processes: (a) Coherent anti-Stokes Raman scatter-

ing, and (b) coherent Stokes Raman scattering.

A commonly observed FWM process is coherent anti-Stokes Raman scattering (CARS) [68–70]

and its counterpart, coherent Stokes Raman (CSRS) scattering. The idler field is labelled an anti-

Stokes (Stokes) field if its frequency is higher (lower) than that of the pump field. These coherent

Raman scattering processes [65,71–73] were first observed in molecules and have been widely used

as a tool for spectroscopy.

The process of molecular coherent Raman scattering involves two applied fields (ω1 andω2)

which are tuned to excite a vibrational or rotational mode. A third applied field (ω3) can then

scatter off this coherently prepared medium and gain (or lose) energy from (to) the vibrational

mode to generate the anti-Stokes (Stokes) idler field. Whenω1 > ω2 (ω1 < ω2) andω1 = ω3,

this interaction is known as CARS (CSRS). Traditionally, CARS and CSRS operate far away from

the single-photon resonance. If the fields are tuned close to the optical transition, the idler can be

enhanced and the excited state properties can be studied too, as in resonance Raman scattering [74].

Coherent Raman scattering can also occur in an atomic system, see Fig. 4.9. A ground-state
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(spin) coherence or quantum-superposition is created instead of exciting a vibrational mode. As

the decoherence rate between the hyperfine ground levels of an atomic system is very low, a very

narrow and strong feature can be obtained. Such a process utilizes the same quantum coherence that

is responsible for CPT.

4.4 Other Multi-Photon Effects

4.4.1 Self phase modulation

Diffraction in a linear medium.

Diffraction compensated exactly by self focussing

in a nonlinear medium. A spatial soliton is created.

Self focussing is stronger than diffraction in a highly

nonlinear medium. Optical damage can occur.

Figure 4.10: Diffraction, soliton formation and self focusing.

An interesting and useful single-field multi-photon process that occur in a two-level system is

self phase modulation (SPM). SPM is a nonlinear process in which the laser beam modifies the

optical properties of the medium that acts back on the beam. The most commonly known mani-

festation of SPM is self-focusing [75]. A beam of light with a gaussian transverse intensity profile

propagating through a nonlinear (Kerr) medium causes the refractive index(n) of the medium to

change according to the beam’s intensity(I), n = n0 + n2I, wheren2 is the nonlinear refrac-

tive index coefficient,I = 2n|E|2/Z0 in MKS units,E is the electric field amplitude, andZ0 is

the characteristic impedance of free space. The intensity-dependent refractive index then modifies

the beam’s trajectory. This cascaded process is equivalent to a virtual lens, that focuses the beam.

The self-focusing continues until a point where the intensity is so large (due to the shrinking spot

size) that optical damage occurs. If this nonlinear focusing is balanced by the beam’s (nominal)

diffraction, then a self-guiding beam known as a spatial soliton [76] is created. Such an entity can
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propagate through the medium without changing its (transverse) spatial profile. Figure 4.10 shows

each of the three cases.

(a) (b)

Figure 4.11: (a) Filamentation and (b) structured breakup of the beam due to SPM.

If there are fluctuations on the gaussian profile, these fluctuations can grow and eventually break

the beam into multiple filaments as shown in Fig. 4.11(a). This other commonly seen manifestation

is called filamentation [77]. Figure 4.11(b) shows that structured patterns [78] can also be formed

given the right conditions. Filamentation is usually the effect scientists try to suppress while solitons

are being sought. In the time domain, temporal solitons [79] are also due to SPM. In this case SPM,

which causes spectral broadening or pulse compression, balances group velocity dispersion instead

of diffraction to create a pulse whose temporal profile is unchange upon propagation. Temporal soli-

tons have been employed in commercial telecommunication systems to extend the distance between

repeaters, thereby reducing the total cost of the network.

(a) (b) (c)
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E(t)

t

E(t)

t
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Figure 4.12: (a) Coherent, (b) amplitude squeezed, and (c) phase squeezed light. The phase-space

representations are shown in the lower half.
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A lesser known application of SPM is in the generation of squeezed light [80]. Squeezed light

is a quantum field that has less noise than the fundamental limit (shot noise) in one quadrature at the

expense of the other. Figure 4.12 shows the amplitude, phase and the phase-space representation of

coherent, amplitude-squeezed, and phase-squeezed light. This property of squeezed light is useful

for noise sensitive applications like in the measurement of gravitational waves.

4.4.2 Slow light
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Figure 4.13: The pulse envelope travels at the group velocity.

All materials exhibit chromatic dispersion to some extend. Chromatic dispersion is defined as

the index of refractive having a frequency dependence. A pulse of light propagating in the medium

can be characterized by the mode-propagation constant, defined as

β =
ω

c
n(ω). (4.4)

Equation 4.4 can be expanded in a Taylor series while the refractive index is approximated with the

Sellmeier equation [79]. This gives the relation betweenβ andn where

β1 = 1
c

(
n + ω dn

dω

)
=

ng

c
=

1
νg

, (4.5)

β2 ' ω
c

d2n
dω2 ' λ3

2πc2

d2n

dλ2
, (4.6)

whereβ1 is the inverse of the group velocityνg, ng is the group index, andβ2 is the group ve-

locity dispersion. A pulse of light is composed of a spread of frequencies and the pulse envelope

(see Fig. 4.13) travels at the group velocity while each individual wave travels at a different phase

velocity ( c
n).
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Since the group velocity depends on the amount of chromatic dispersion of the refractive in-

dex, i.e. the slope ofn, a rapidly changingn (with respect to frequency) will result in a larger

group index and subsequently the generation of slow light1. This rapidly changing refractive index

is accompanied by a narrow gain or transparency feature. Slow light can be generated by either

coherent population trapping or electromagnetically induced transparency, or coherent population

oscillation [59,81].

4.4.3 Bichromatic field in a two-level atom
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Figure 4.14: (a) Linearχ(1) and nonlinearχ(3) responses of a radiatively-broadened, bichromatic

two-level system as a function of the normalized pump-probe detuningζT1. (b) Expanded view

around the detuning where there is no absorption of the probe field and the SPM coefficient is large.

Although EIT has mainly been studied in three level systems, it can still be realized in the

two-level system [82] by applying both fields to the same transition. The first-order (linear) probe

absorption spectrum is the Mollow absorption spectrum as described in Section 2.2 and shown in the

upper half of Fig. 4.14(a) with∆1T1 = 1 andΩ1T1 = 5. The difference in the amplitude between

the absorption peak and the gain peak is attributed to the pump field’s one-photon detuning.

There are conditions where a relatively large SPM, which is proportional to Reχ(3), is present

while the linear absorption vanishes for the probe field [83], as shown in Fig. 4.14(b). The features

1Although slow light is not a self-induced multi-photon effect like SPM, the narrow absorption feature do not occur

naturally but induced by another field.
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of the Mollow absorption spectrum shifts with changing intensities of the pump field. This causes

the transparency point to shift as well. An inherent disadvantage of EIT in a two-level system is

that there is absorption of the pump field. Therefore, as the Rabi frequency of the pump field is

reduced with propagation, the transparency window shifts and the result is a loss of transparency

for the probe field. Another consequence is substantial population in the excited state producing

spontaneous emission noise. This system is therefore not suitable for noise-sensitive applications

such as squeezed light generation through SPM.

4.4.4 Dark state - electromagnetically induced transparency

EIT in a two-level system can produce a large SPM nonlinearity without absorption for the probe

field. However, it suffers from an intensity dependent shift of the transparency window and from

spontaneous emission noise. CPT in aΛ system has no absorption for all fields and no transparency

window shifts but unfortunately, also no nonlinear response for the preparation fields. By com-

bining EIT in the two-level system and the dark state in theΛ system, the benefits of each system

can be obtained while eliminating their limitations [20]. Such a system possess a large self phase

modulation (SPM) nonlinearity without linear or nonlinear absorption, and spontaneous emission

noise. Such a system can also be used for spatial soliton propagation and manipulation.
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|b〉
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ω1

ω2
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γ
bc γac

γ
ab
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Figure 4.15: Energy level structure of the DS-EIT system.

Fig. 4.15 shows the dark state - electromagnetically induced transparency (DS-EIT) system.

The two independent pump fields create the dark state (with the two hyperfine ground levels of the

D1 line of sodium) and a third probe field interacts with the coherently prepared system.
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A closed three-levelΛ system with two applied fields is considered. The fields have the form

Ẽ(t) = Ete
−iωtt + E2e

−iω2t + c.c, each coupling to a lower level, with corresponding Rabi fre-

quenciesΩ2 = 2µcbE2/~ andΩt = 2µcaEt/~. Detunings of these fields with respect to the upper

bare atomic level|c〉 are∆2 = ω2 − ωcb and∆t = ωt − ωca. TheEt field comprised of a carrier

(pump)E1 and a modulation (probe)Es field in the form:

Et(t)e−iωtt = E1e
−iω1t + Ese

−iωst (4.7)

=
(
E1 + Esexp−iζt

)
exp−iω1t, (4.8)

and∆t becomes∆1. The population decay ratesγac andγbc are from level|c〉 to the lower levels

|a〉 and|b〉 respectively.γba andγab are the population exchange rates from levels|a〉 to |b〉 and|b〉
to |a〉 respectively. The coherence dephasing rates (from Eq. A.3) are:

Γcb = γbc+γac+γab
2 , (4.9a)

Γca = γac+γbc+γba
2 , (4.9b)

Γba = γba+γab
2 . (4.9c)

The quantityρij = σijµije
−iωijt is the dipole moment expectation value fori 6= j and the

population fori = j. The atomic response can be calculated from the density matrix equations of

motion as shown in Appendix A. The explicit form of these equations is shown in Appendix D.1.

In the matrix formulation,

R ≡
[

ρaa, ρbb, ρcb, ρca, ρba, ρbc, ρac, ρab

]T
, (4.10)

andS in Eq. A.7 is a constant vector. Since there is a bichromatic field on one of the transition,

the matrix formulation of these equations are solved with a perturbative (in field strength) Floquet

harmonic expansion as outlined in Appendix B. The linear susceptibility of the probe field can

be obtained from the fourth element of theR1 vector (ρ(1)
ca ) and the nonlinear susceptibility (for

self-phase modulation) from the fourth element of theH1 vector (ρ(3)
ca ). The total susceptibilities

of the pump fieldsE2 andE1 can be obtained from the third (ρ
(0)
cb ) and fourth element (ρ(0)

ca ) of the

R0 vector respectively. The population in the lower levels|a〉 and|b〉 are from the first and second

elements of theR0 vector (ρaaandρbb) respectively and using Eq. A.6, the population in the excited

level can be calculated. The MS version of the Matlab (computer) code described in Appendix E is

used to perform the numerical simulation with the three-levelΛ system chosen.
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3-levelΛ system dressed state picture

An analytical result can be obtained using dressed states. The transition between the lower levels

are assumed to be electric dipole forbidden. The Hamiltonian for theΛ system is:

Ĥ = Ĥo + Ĥint, (4.11)

where

Ĥo = Ĥat + Ĥf1 + Ĥf2, (4.12)

Ĥint = −r̂[Ê1(0) + Ê2(0)], (4.13)

Ĥat is the atomic Hamiltonian,̂Hf1 is the Hamiltonian of pump field 1, and̂Hf2 is the Hamiltonian

of pump field 2.

|c〉

|a〉

|b〉

ω1 ω1 ω2

|c〉

|a〉

|b〉

|c〉

|a〉

|b〉

|n1, n2, a〉 |n1-1, n2, c〉 |n1-1, n2+1, b〉

Figure 4.16: Degenerate atom-field states of theΛ system, with absorption of theω1 photon and

emission of theω2 photon. The location of the sphere denotes which atomic energy level the electron

is occupying.

The atom-field degenerate states (Fig. 4.16) are:|n1, n2, a〉, |n1−1, n2, c〉, and|n1−1, n2+1, b〉,
wheren1 (n2) is the number of photons in modeω1 (ω2). The Hamiltonian can then be written as

Ĥ =




(n1 − 1)~ω1 + (n2 + 1)~ω2 + Eb
i
2~Ω2 0

− i
2~Ω2 (n1 − 1)~ω1 + n2~ω2 + Ec − i

2~Ω1

0 i
2~Ω1 n1~ω1 + n2~ω2 + Ea




= (n1~ω1 + n2~ω2 + Ea)Î + ~




∆1 −∆2
i
2Ω2 0

− i
2Ω2 ∆1 − i

2Ω1

0 i
2Ω1 0


 , (4.14)
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Evaluating the eigenvalues of the simplified matrix,

(∆1 −∆2 − λ)[(∆1 − λ)(−λ)− (
i

2
Ω1)(− i

2
Ω1)]− i

2
Ω2[− i

2
Ω2(−λ)] =0, (4.15)

(∆1 −∆2 − λ)[λ2 −∆1λ− |Ω1|2
4

] +
|Ω2|2

4
λ =0, (4.16)

λ3 − (2∆1 −∆2)λ2 − [
|Ω1|2

4
− (∆1 −∆2)∆1 +

|Ω2|2
4

]λ + (∆1 −∆2)
|Ω1|2

4
=0. (4.17)

The cubic equation 4.17 can be solved numerically, or analytically by assuming a two-photon-

resonance condition∆1 = ∆2 to obtain

λ3 −∆1λ
2 − [

|Ω1|2
4

+
|Ω2|2

4
]λ = 0. (4.18)

The first solution is

λ(1) = 0. (4.19)

Let

∆ = ∆1, (4.20)

Ω2 = |Ω1|2 + |Ω2|2, (4.21)

and the second and third solutions are

λ2 −∆λ− Ω2

4
= 0, (4.22)

λ(2, 3) =
∆±√∆2 + Ω2

2
, (4.23)

=
1
2
∆± 1

2

√
∆2 + Ω2. (4.24)

The triplet levels can then be calculated to obtain

E0 = n1~ω1 + n2~ω2 + Ea, (4.25)

E± = n1~ω1 + n2~ω2 + Ea +
~
2
∆± ~

2

√
∆2 + Ω2, (4.26)
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with the corresponding eigenvectors

|n1, n2, 0〉 = cosα|n1, n2, a〉+ sin α|n1 − 1, n2 + 1, b〉, (4.27)

|n1, n2, +〉 = i sinα sin θ|n1, n2, a〉 − i cosα sin θ|n1 − 1, n2 + 1, b〉

+cos θ|n1 − 1, n2, c〉, (4.28)

|n1, n2,−〉 = −i sinα sin θ|n1, n2, a〉+ i cosα cos θ|n1 − 1, n2 + 1, b〉

+sin θ|n1 − 1, n2, c〉, (4.29)

where

tan 2θ =

√
Ω2

1 + Ω2
2

∆1
, (4.30)

tanα =
Ω1

Ω2
. (4.31)

Since there is no state|c〉 in |n1, n2, 0〉, the latter is known as a “dark-state”. Together with

the initial assumption of no transitions between the lower levels, and in the two-photon-resonance

condition, this is a perfect2 “dark-state”. The (sideband) resonances as seen by the probe field on

the|a〉 → |c〉 transition with respect toω1 (ζ) are:

∆+ + = 0, (4.32)

∆0 + = −1
2
∆1 − 1

2

√
∆2

1 + Ω2
1 + Ω2

2, (4.33)

∆− + = −1
2

√
∆2

1 + Ω2
1 + Ω2

2, (4.34)

∆+ 0 =
1
2
∆1 +

1
2

√
∆2

1 + Ω2
1 + Ω2

2, (4.35)

∆0 0 = 0, (4.36)

∆− 0 =
1
2
∆1 − 1

2

√
∆2

1 + Ω2
1 + Ω2

2, (4.37)

∆+ − =
1
2

√
∆2

1 + Ω2
1 + Ω2

2, (4.38)

∆0 − = −1
2
∆1 +

1
2

√
∆2

1 + Ω2
1 + Ω2

2, (4.39)

∆− − = 0. (4.40)

(4.41)

2There is no decay of the dark state, and the absorption spectrum has a delta function linewidth with complete trans-

parency.
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Results
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Figure 4.17: Linear and nonlinear susceptibilities of the homogeneously broadened DS-EIT system.
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Figure 4.18: Large SPM in the absence of linear and nonlinear absorption of the Doppler-broadened

DS-EIT system.

A set of field parameters can be found such that the SPM term is still large while both the

linear and third-order nonlinear absorption are negligibly small (Fig. 4.17). There is also neither

appreciable absorption of the pump fields nor appreciable population in the excited state. Thus,

the transparency window, that is dependent on the Rabi frequencies, does not shift as the beams

propagate. Doppler-broadening did not destroy this feature (Fig. 4.18).
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4.5 Summary

In this chapter, a few nonlinear processes that occur in multi-level systems are introduced . Some

of these processes can be enhanced by the quantum interference processes described in the previ-

ous section. Some might compete against them, resulting in a weaker signature of the quantum

interference effect as will be shown in the next chapter.
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5 Coherent Population Trapping in a Real

Atom

5.1 Introduction

To better understand CPT and the atomic properties of sodium, pump-probe experiments were per-

formed with a sodium vapor cell. The first experiment [84] involves probing the Doppler absorption

spectrum of the sodium vapor with the frequency of the pump field held fixed. In the second exper-

iment [85], both fields are scanned across the Doppler profile. It was mentioned in Chapter 2 that

CPT can completely eliminate the response of the medium to the preparation fields. However, it was

noted that CPT can still be utilized to enhance other processes. Experimental demonstrations [86]

of this sort of enhancement are reported in this chapter.

5.2 Experimental Layout

Coherent CR699-21 continuous-wave (CW) dye lasers were used to provide the applied optical

fields for the experiments. Rhodamine 590 tetrafluoroborate (530.38 mole), also known as R6G,

dye was used to obtain a laser output frequency at theD lines of sodium. The absorption spectrum

of Rhodamine 590 is shown in Fig. 5.1. This dye can be pumped by a variety of sources; the

optimal pump source for operation around theD1 line of sodium is either an Argon-ion laser at 514

nm or a second-harmonic Nd-YAG laser at 532 nm. The solid state Spectra Physics Millenia series

lasers were used. These CW pump lasers use internally diode-pumped neodymium-doped yttrium

vanadate (Nd:YVO4) crystals as the gain medium. The 1064 nm output is frequency-doubled with
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Figure 5.1: Absorption spectrum of Rhodamine 590 dye.

a temperature tuned lithium triborate (LBO) nonlinear crystal. The Millenia V is a 5W laser while

the Millenia X is a 10W laser.

A Burleigh WA4500 wavemeter monitored the wavelengths of the fields. This wavemeter has

a wavelength accuracy of 0.001 nm. Figure 5.2 shows the experimental layout drawn technically.

The layout is fairly general and various components can be swapped out to perform the various ex-

periments. The layouts for each experiment are drawn schematically in their respective sections.
⊙

(blue) indicates vertical polarization, and↔ (red) indicates horizontal polarization. Note that the

periscopes rotate the polarization of the output of the lasers from vertically polarized to horizontally

polarized. The polarizing beam splitters (PBS) were used to combine and separate beams of orthog-

onal polarization while regular beam splitters (BS) were used if the polarization of the beams are

identical. The halfwave (λ/2) plates were used to rotate the polarization of the beam. The spectra

are detected with silicon photodiodes, or photomultiplier tubes, and monitored with an oscilloscope

(OSC) or a spectrum analyzer (SA).

The Brimrose acousto-optic modulator (AOM), designed to operate at 590 nm, has a center

frequency of 1772 MHz and is tunable (± 250 MHz). It was used to downshift the frequency of a

part of the Laser 1 beam toν2. This AOM is also capable of imposing an AM (50 MHz bandwidth)

signal on the optical beam. The other AOM’s are ISOMET 1205-C with a center frequency of 80

MHz driven by the D301B driver for frequency shifting (FS) or the 232A-1 driver for amplitude
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modulation (AM). The frequency tuning range for the D301B is 60–100 MHz and the modulation

bandwidth of the 232A-1 driver is 35 MHz. A part of the Laser 1 beam was double-passed through

the FS ISOMET AOM to enable the frequency sweep ofν1.

A polarization maintaining optical fiber, designed to operate at 600 nm, was used to provide

mode matching of the mutually-orthogonal, linearly polarized beams that were directed into the

sodium cell. Unwanted birefringence that are caused by stress on the fiber will rotate the polarization

of the beams in the fiber. Extra care was taken to prevent this rotation. A reflective diffraction grating

(1500 lines/mm) was used after the cell to separate the frequency components (at theD1 andD2

lines) of the beam that have the same polarization.

Millenia V CR699-21
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Sodium Cell
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Figure 5.2: Technical drawing of the experimental layout. The components are color-coded to avoid

cluttering with extra labels.
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Figure 5.3: (a) Central flange and (b) cold finger of the vapor cell.
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Figure 5.4: Sodium vapor cell used in the experiment. (i) Schematic drawing of the cell.∗ -

Thermocouple wires are placed at these locations to measure the temperature. (ii) Fluorescence

inside the cell.

5.2.1 Sodium vapor cell

A hot vapor cell was used for the experiments. The 7-cm-long vapor cell is made up of a stainless

steel body with sapphire viewports and an all-metal outlet valve. These parts are required as they

can withstand the corrosive nature of sodium and the heat from the heating tapes. A new flange [see
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Fig. 5.3(a)] is designed such that the vapor cell has a short evacuation time without compromising

the outlet valve that seals the cell. The solid pieces of sodium were placed in the cold finger, which

was also designed and custom made [Fig. 5.3(b)]. Figure 5.4(a) shows the cell assembled from 2

3/4 in. OD circular ConFlatr (CF) flanges. Figure 5.4(b) shows the fluorescence of the sodium

vapor with the excitation of the dye laser. The whole cell, comprised of the cold finger, cell body

and outlet valve, was heated (max.450◦C) with electrical heating tapes and insulated, with the cold

finger at a slightly lower temperature. This ensures that the sodium vapor will condensate back in

the cold finger instead of condensing on the viewports. Type E thermocouple wires were placed at

various locations of the cell as indicated by the asterisks in Fig.5.4(a) to measure the temperature.

The conversion table for the thermocouple at ice-point is shown in Fig. 5.5. An offset equal to the

room temperature needs to be added to the value obtained from the chart.
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Figure 5.5: Conversion chart for Type E thermocouple wires at ice-point.

The number density of the sodium vapor is dependent on the temperature T (in degree Kelvin)

of the cell which in turn governs the vapor pressure as given by [87]. The vapor pressure can be

approximated by

p[mmHg] ∼= exp[−(a/T) + d], (5.1)

wherea = 12423.3 andd = 17.3914 for sodium. The number density is

N =
p[Pa]
kBT

atoms / m3, (5.2)

= 9.66084× 1018 p[mmHg]
T

atoms / cm3. (5.3)
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Fig. 5.6 shows the vapor pressure versus temperature for atomic sodium. The curves of the monatomic

and total (monatomic and diatomic) pressure overlaps almost completely in this temperature range,

indicating that monatomic sodium is dominant.
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Figure 5.6: Vapor pressure versus temperature.

It is not possible seal a temperature gauge, that is resistant to sodium, inside the cell. Therefore,

the temperature of the outside of the cold finger was used to determine the number density of the

sodium vapor. The value is fairly accurate once the cell has achieved local thermal equilibrium at

the desired temperature.

Sapphire windows were used for the viewports of the cell since it can withstand the corrosion

and the heat. However, sapphire is birefringent. The laser beam was not directed perpendicularly to

the sapphire window but at a very small angle. This is to prevent the back-reflected beam from in-

troducing an extra field into the process being studied, even if a standing-wave mode is not created.

The optic axes of both of the sapphire windows are parallel to the surface of the window and po-

sitioned vertically. This causes the vertically polarized light (aligned to the optics axis) to become

an extraordinary wave and the horizontally polarized light to be an ordinary wave. The incident

light will not have their polarization rotated but this setup can be used only for linear orthogonally

polarized light and not circularly polarized light. A slight but not overwhelming rotation still exist.

Fig. 5.7(a) shows the side view of the pumping station that was built which is capable of evacu-

ating the vapor cell down to10−7 torr. This is required to ensure there is no water vapor and other
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Figure 5.7: The vacuum pumping station.
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contaminant inside the cell. The roughing pump was use to pump the system to low vacuum, at

which point the diffusion pump takes over to pump the system down to high vacuum. The liquid

nitrogen cold trap can be used to prevent back flow of pump oil into the vacuum system. The station

was designed to allow buffer gas to be bled into the cell, see Fig. 5.7(b). A thermocouple and ion

gauge pair was used to measure the pressure. The mechanical gauge was used to determine the

amount of buffer gas when a high buffer gas density is required. A thermistor gauge was also used

to verify the pressure readings. Buffer gas can be bled into the cell even when the cell is hot. How-

ever, evacuating the cell cannot be done until the cell is cooled to avoid having the sodium vapor

escaping out of the cell and condensing on the tubing or in the pumps.

5.3 Thirteen Resonances of the SodiumD1 Line

5.3.1 Experiment

Dye Laser 1

Dye Laser 2

Beam 

Expander

Polarizing 

Beam Splitters

Sodium Cell
Half-Wave 

Plate Probe 

Beam

Pump 

Beam

Figure 5.8: Schematic layout of the thirteen resonances experiment.

The study of the atomic properties of sodium was performed with a pump-probe experiment

around theD1 line of sodium as depicted by Fig. 5.8. The fixed-frequency pump beam (ωp) was

obtained from a CW dye laser and a weaker frequency-scanned probe beam (ωs) was produced by

another identical dye laser. The pump and probe beams are collimated, co-propagating, collinear,

and are linearly and orthogonally polarized. It was assumed that the diffusion time of sodium atoms

across the path of the laser beam is the dominant contributor of the dephasing rate of the ground

state coherence. As the atoms (which are pumped into the dark state) propagates out of the laser

path and collide with the walls of the sodium cell, they dephases. When these atoms returns to the
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laser path, since they are no longer in the dark state, these atoms need to be re-prepared. These

transit time effects1 are reduced through the use of a spot size of the pump beam larger than that of

the probe. This larger spot size was achieved by passing the pump beam through a telescopic beam

expander. The vapor cell was pumped down to 10−7 torr and no buffer gas was introduced. The

cell was then heated to 152◦C creating a number density of1.6× 1011 atoms/cm3 with a minimum

transmittance of 25% for the probe beam in the absence of the pump beam. After passing through

the cell, the probe beam was separated from the pump beam by a polarizing beamsplitter and fed to

a photodiode.
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Figure 5.9: Probe transmission versus pump-probe detuning for various pump intensities. The types

of resonances are labelled on the top and the subsystems where the resonances occur in are shown

on the right.

Curve (a) of Fig. 5.9 shows the experimental probe beam transmission spectrum in the absence

of the pump beam and is included as a reference. Curve (b) is the probe transmission for comparable

1Transit time effects can be included as an incoherent dephasing contribution to the Raman transition.
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pump (9.7 mW/cm2) and probe intensities (1.3 mW/cm2). Curve (c) is the probe transmission in the

presence of a strongly saturating pump field (525 mW/cm2). The curves are displaced vertically for

clarity. Each of the resonances can be explained in terms of a simplified level structure denoted by

the symbols at the top, and the subsystems in which the processes occur are shown on the right-side

of Fig. 5.9.

The sodiumD1 line (589 nm) is comprised of transitions from either of the two hyperfine

ground levels (1772 MHz apart) to either of the two hyperfine excited levels (189 MHz apart) as

shown in Fig. 3.2. The pump field is tuned to connect the mid-point of the lower levels to the mid-

point of the upper levels while the frequency of the probe field is swept across the Doppler profile.

TheD1 line is Doppler-broadened and is not a pure two-level system, thus the saturation intensity

is larger than that for a simple two-level transition (6 mW/cm−2 for sodium).

The two broad transmission dips (labelled S) 1772 MHz apart result from the single-photon

Doppler-broadened transitions between the hyperfine ground levels and the excited levels. These

dips have a full-width-half-maximum (FWHM) linewidth of 1500 MHz. The hyperfine excited lev-

els, however, cannot be resolved with a single field because of Doppler broadening. The central

transmission peak (T) is a consequence of forward degenerate four-wave-mixing (FDFWM) and

saturation in a two-level subsystem. The inner pair of spectral features (V) is a result of difference

frequency crossing (DFC) resonance and non-degenerate four-wave mixing (NDFWM) in a V sub-

system. The outer pair of transmission peaks (ΛP), which is most visible in curve (c) of Fig. 5.9,

results from coherent population trapping (CPT) in aΛ subsystem. The broader transmission dip

(ΛD) and the pair of satellite dips (ΛΛ) around the CPT peak in curve (b) are due to optical pumping

in theΛ and double-Λ system respectively.

Because of Doppler broadening of the transition frequency, both the pump and probe fields can

excite all of the optical transitions in the four-level hyperfine structure. Consequently, each feature

except the central peak appears twice, once on either side of the pump frequency. For a given

applied field intensity and frequency, the Rabi frequency (due to different dipole strength [87, 88])

and the detuning of that field is slightly different for each transition. On the other hand, the particular

geometry of the experiment resulted in an almost complete cancellation of Doppler broadening for

the multi-photon transitions. Residual Doppler broadening need only be taken into account when the

width of the resonance is very narrow. In each particular configuration for each of the resonances,
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phase matching is partially achieved as described in Section 4.3.

Two intensity regimes were studied in the experiment. When the pump field is only weakly

saturating, all thirteen resonances are visible. If the pump intensity is much larger than that of

the probe field, many of the features wash out and conventional optical pumping2 is significant,

which effectively reduces population in the subsystem under analysis. Within each intensity regime,

power-broadening did not modify the features significantly.
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Figure 5.10: Probe transmission versus pump/probe detuning for various pump detunings with a (a)

weakly saturating and (b) strongly saturating pump field. The arrow designates the pump frequency

in each case.

As the pump frequency is tuned across the Doppler profile, conventional optical pumping which

transfers population from one ground level to the other is evident from the top to the bottom spectra

of Fig. 5.10(a) and Fig. 5.10(b). When the pump field is tuned closer to one of the V (or double-Λ)

subsystems, the contributions to the red-detuned and the blue-detuned peaks (dips) are different.

The robustness of the CPT signal is clearly seen as the peak still persists even in the wings of the

Doppler profile. The best condition for observing the two-level and V subsystem resonances occurs

when the pump field is tuned between the two hyperfine ground levels (middle spectra of Fig. 5.10).

2See Section 4.2.2.
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5.3.2 Theoretical four-level model
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Figure 5.11: Energy level diagram of the four-level model.

The hyperfine structure of sodium was modelled with the four-level system shown in Fig. 5.11

to interpret the experimental results. The interaction Hamiltonian (Ṽ ) is comprised of four pairs

(pumpẼp and probeẼs) of fields corresponding to each of the four transitions, and is represented

by

Ṽda = ~Ω̃1 = −µdaẼ , (5.4a)

Ṽdb = ~Ω̃2 = −µdbẼ , (5.4b)

Ṽca = ~Ω̃3 = −µcaẼ , (5.4c)

Ṽcb = ~Ω̃4 = −µcbẼ , (5.4d)

where Ẽ is defined in Eq. B.1. The decay rates between hyperfine excited levels (γcd andγdc)

and between hyperfine ground levels (γab and γba) are nonradiative and much smaller than the

spontaneous emission rates of the optical transitions (γad, γbd, γac, andγbc). Consistent with the

experimental condition of low sodium density and no buffer gas, collisional broadening (Γcoll
nm) is

ignored in the theoretical model. The equations of motion are defined in Appendix D.2 and solved

with a Floquet expansion as outlined in Appendices A and B. The rotating frame transformation

is performed with the frequency of the pump field at each transition. The atomic response of the

probe field is calculated to first order while the response of the pump field is calculated exactly.

The density matrix element obtained for a single atom is averaged over a Maxwellian profile to take



5.3. THIRTEEN RESONANCES OF THE SODIUMD1 LINE 59

Doppler broadening into account. The MS version of the Matlab code (Appendix E) was used for

the numerical simulation. The responses of each subsystem are computed separately by choosing

the appropriate option.

Each hyperfine level consists of multiple Zeeman magnetic sublevels. Since stray magnetic

fields are negligible under the present experimental conditions, these sublevels are nearly degener-

ate. A brief discussion on the effects of stray magnetic fields is presented in Section 5.3.4. By using

orthogonal linear polarizations for the fields, the effect of optical pumping into uncoupled Zeeman

sublevels is minimized [88]. Therefore, Zeeman sublevels are ignored in the model. Pump depletion

effects and intensity variations across the beams are also neglected in the present theoretical analy-

sis. The other parameters used in the numerical simulation correspond to those of the experimental

setup.

Each resonance will now be described using a simplified elementary-system model and the

numerical spectra are compared with the experimental ones.

5.3.3 Elementary system analysis
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Figure 5.12: Resonances associated with the two-level and three-level V subsystems for the case of

comparable pump and probe intensities.

The central degenerate transmission peak labelled T in Fig. 5.12 consists of two features: a

2 MHz FWHM sub-natural-linewidth peak superposed on a broader 45 MHz wide feature. The
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narrower peak can be understood as a FDFWM process in an open two-level subsystem as depicted

in Fig. 4.7. An idler photon is generated with the absorption of two pump photons and the emission

of one probe photon. The decay to the other hyperfine ground level|b〉 provides additional decay

channels. The additional excited level decay is governed by spontaneous emission which is larger

than that of the extraneous decay of the ground level. This satisfies the requirement for resonance

narrowing (γc > γa). In Fig. 4.7,ω1 andω3 are from the same pump field andω2 is from the probe

field. In Fig. 5.11, the pump photons are taken from the pump portion ofΩi and the probe from the

probe portion ofΩi, wherei can be either 1, 2, 3 or 4.

The width of this feature is determined by thermal redistribution, the dephasing rate between

the two lasers, residual Doppler broadening, and diffusion of atoms into and out of the interaction

region. In the present experiment, transit time effects are the dominant contribution of this linewidth.

The idler field is of the same polarization as the probe field and both fields are polarized orthogonally

to the pump field. As such, the detector measures both the probe and idler fields.

The broader peak is a consequence of saturation: hole burning [see Fig. 4.1(a)] in a Doppler-

broadened two-level medium. The width is power-broadened to a few times the radiative linewidth

(1/T1).

The pair of 45 MHz wide transmission peaks labelled V in Fig. 5.12, 189 MHz away from

the central peak, occurs as a result of saturation (DFC) and four-wave mixing (NDFWM) in a V

subsystem. This effect occurs when the frequency difference of the pump and probe fields matches

the frequency separation of the excited levels.

The pump field saturates the|a〉 → |d〉 transition, depleting the ground level (ρaa) population as

shown in Fig. 4.3(a). The probe field on the|a〉 → |c〉 transition experiences reduced absorption as a

result. When the probe field is blue-detuned from the pump field (pump on the|a〉 → |c〉 transition,

and probe on the|a〉 → |d〉 transition), the other absorption dip (at +189 MHz) is obtained. The

linewidths of the DFC resonances power-broadened from their 20 MHz homogeneous width.

However, the process of DFC does not account completely for these transmission peaks. The

experimental curve of Fig. 5.12 shows one of the V subsystem peaks being stronger than the (broad)

saturation peak of the two-level subsystem. For each hyperfine ground level, the two-level satura-

tion process can couple to two velocity subgroups of atoms, one for each transition to an excited
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hyperfine level. The DFC process, however, is resonant with only one velocity subgroup. Therefore,

the DFC peak will never be larger than the two-level saturation peak regardless of where the pump

field is tuned.

NDFWM in the V subsystem accounts for the discrepancy. The idler field peaks when the

pump-probe detuning matches the frequency separation of the excited levels (189 MHz) as shown

in Fig. 4.8. As with the FDFWM case in the two-level subsystem, the detector measures both the

probe and the idler fields. But unlike the FDFWM peak, there are no line narrowing effects and

the width of the resonance is of the order of the homogeneous linewidth that power-broadens to

a lesser extend than the DFC feature. The theoretical spectrum of Fig. 5.12 does not include the

contributions from the idler fields of both the FDFWM and NDFWM processes although all the

processes are involved in the numerical simulation. When the intensity of the pump is increased,

the resonance due to DFC washes out partially leaving mainly the NDFWM contribution.

The most striking manifestation of EIT in aΛ system is the dark state created through CPT.

Even though there are two close-lying excited levels in the hyperfine structure, it has been shown

that the extra off-resonant level only slightly perturbs the CPT system and modifies only the phase

of each field component [89]. By tuning to the center of gravity of the set of hyperfine levels that

constitute the upper level of theΛ subsystem, CPT can be achieved just as in a pure three-level

Λ system [90]. CPT has also been observed using circularly-polarized fields to couple particular

Zeeman sublevels [91].

If the intensity of the pump field is comparable to that of the probe field, a 45 MHz wide

broad absorption feature centered on the 2 MHz wide CPT transmission peak is present as shown

in Fig. 5.13 [see also Fig. 4.2(b)]. When the pump intensity is increased, the broad transmission dip

washes out. This dip has a similar origin as the resonance described below.

In Fig. 5.13, a pair of 45 MHz wide satellite transmission dips is symmetrically displaced by 189

MHz from the central CPT feature. These two transmission dips as well as the broad dip centered on

the CPT feature are inverted DFC resonances caused by optical pumping in addition to saturation.

For distinction, the satellite pair will be referred to ascross-transition resonances, which occur only

in a double-Λ system. Unlike the usual double-Λ system analyses which include at least three fields,

here there are only two and the transitions they couple to do not share a common initial or final level

as illustrated in Fig. 4.4(a). From Fig. 4.4(b), the absorption peak obtained is with the pump field
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Figure 5.13: Resonances associated with theΛ and double-Λ subsystems for the case of comparable

pump and probe intensities.

tuned to the|a〉 → |d〉 transition and the probe field to the|b〉 → |c〉 transition. The resonance

is at the pump-probe detuning of the frequency difference between the two transitions, -(1772 +

189) MHz. The other three cross-transition resonances are obtained in the same fashion as shown

in Fig. 5.14.

Similarly to the DFC resonance, the width of the cross-transition resonance is also slightly

power-broadened. Optical pumping lowers the saturation intensity [65] of the cross-transition res-

onances as well as the broad dip centered on the CPT feature. Therefore, these resonances wash

out much more quickly than the NDFWM resonances in the V subsystem with increasing pump

intensity, as can be seen in curve (c) of Fig. 5.9.

5.3.4 Discussion

Even weak magnetic fields can sometimes lead to subtle but important effects [92,93]. In the current

experiment the influence of weak stray magnetic fields has been ignored up to this point, but it can

manifest itself in two ways: (1) Optical pumping or other coherence effects between any of these

Zeeman sublevels can modify the strength of the features; (2) The sub-natural-linewidth features

are broadened.
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Figure 5.14: Energy level diagrams of the four cross-transition resonances.

|b〉

|c〉

(a)

|b〉

|d〉
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Figure 5.15: (a)Λ system between Zeeman sublevels. (b) Optical pumping to extreme Zeeman

sublevels.

A narrow resonance can be obtained from coherence between Zeeman sublevels in a degenerate

two-level system as analyzed by Lezama, see Eq. 20 of [94]. Figure 5.15(a) shows dark states being

formed between Zeeman sublevels in aΛ configuration within the same hyperfine level which can

enhance the FDFWM peak. This contribution is not included in the theoretical spectrum of Fig. 5.12.

On the other hand, when the pump field is connecting the F = 2→ F
′

= 1 transition and the probe

connecting the F = 2→ F
′

= 2 transition as shown in Fig. 5.15(b), residual absorption can occur

because of optical pumping effects into the extreme Zeeman sublevels (mF = ±2) that do not form
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a V subsystem. Stray magnetic fields will broaden the sub-natural-linewidth features of FDFWM

and CPT (experimental curve of Figs. 5.12 and 5.13) because the Zeeman sublevels are not exactly

degenerate anymore. Background absorption countering CPT occurs when the fields are coupled in

an off-Raman-resonance manner as shown in Fig. 5.16.

(a) (b)

|b〉

|c〉

|a〉

|b〉

|c〉

|a〉

Figure 5.16: (a) On- and (b) off-Raman resonance coupling of the pump and probe fields.

Most of the features observed in this study involve strong modification of the atomic properties.

Nonetheless, to order of magnitude, the strength of the CPT feature can be described in terms of

an n2 or χ(3) response. Through the Kramer-Kronig relation, the change in the imaginary part of

the refractive index is related to the change in the real part of the refractive index. As described

in an Section 4.4.2, this narrow induced transparency feature results in a large group velocity for

observing slow light.

The change in absorption is defined as∆α = 2∆n′′ω/c, where∆n′′ is the change in the imagi-

nary part of the refractive index. Using the definition∆n = n2I, and the observation [see Fig. 5.9(c)]

that the absorption changes by approximately 20% from the typical value of 0.14 cm−1 in the pres-

ence of a pump field of intensity 10 mW/cm2, the following can be calculated: Im{n2} = 1.1×10−3

cm2/W or Im{χ(3)} = 2.8 × 10−2 esu. The nonlinear response per atomγ(3) is χ(3)/N where N =

1011 atoms/cm3. The imaginary part of the response is Im{γ(3)} = 2.8×10−13 esu. By comparison,

the measured nonlinear response in a BEC [21], with the inclusion of an additional Stark shift, is:

Im{n2} = 0.18 cm2/W, Im{χ(3)} = 4.5 esu, and Im{γ(3)} = 5.6× 10−14 esu.
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5.4 Influence of Coherent Raman Scattering on CPT

Stray absorption as described earlier can cause the CPT resonances to be smaller but does it account

completely for the observations in the experiment? A more detailed study is carried out next.

The probe laser was tuned across the Doppler profile with the frequency of the pump field fixed

around the center of theD1 line in the preceding section and a variety of resonances were observed.

In the following experiment, the resonance of CPT is studied with a smaller Raman detuning scan

sampled across the Doppler profile.

5.4.1 Experiment

Local Oscillator Photodiode

Sodium Cell

PBS

BS

λ/2 plate

SA

OSC

Dye Laser 1 AOM

AOM

PBS

-1612 MHz
ν1

ν2λ/2 plate

+160 MHz + δ/2πBS

λ/2 plate

Figure 5.17: Schematic layout of the experiment to study the effect of coherent Raman scattering

on CPT.

The Raman scattering - population trapping (CRS-CPT) experimental layout is depicted in

Fig. 5.17. The experiment was performed with a single CW dye laser instead and the laser out-

put was split into two beams. The polarization of one of the beams is rotated such that the two

beams are of linear and mutually orthogonal polarization. The vertically polarized beam (blue) was

double-passed through a variable-frequency AOM to vary the detuning (δ/2π) around the Raman

resonance and was up-shifted in frequency by 160 MHz. The frequency of this beam (ν1) is nomi-

nally resonant with the transition between the F= 1 ground level and the unresolved excited levels
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(F
′
) of the sodiumD1 line. The horizontally polarized beam (red) was passed through a fixed fre-

quency (-1612 MHz) AOM to downshift the frequency of the beam. The frequency of this second

beam (ν2) is nominally resonant with the transition involving theF = 2 ground level. This layout

creates a frequency difference between the two beams of 1772 MHz, close to that of the hyperfine

ground levels separation of atomic sodium. These beams were combined using a polarizing beam

splitter and directed into a sodium vapor cell. The power of each collimated beam going into the

cell was 15 mW with a 1/e intensity diameter of 4 mm.

The vapor cell was shielded with a mu-metal case to reduce stray magnetic fields. 0.4 torr of

helium was added to reduce the rate at which the sodium atoms diffuse out of the path of the laser

beam instead of expanding the spot size of beam as was done previously. The cell was heated to

150 ◦C producing a number density of 1011 atoms/cm3. After propagation through the vapor cell,

the beams were separated with a second polarizing beam splitter, detected with photodiodes, and

monitored with an oscilloscope. A second dye laser was used as a local oscillator in a heterodyne

detection setup to determine the frequency of any generated field. A second halfwave plate together

with the polarizing beam splitter (after the cell) were used to select which polarization component

is mixed with the local oscillator and sent to the spectrum analyzer. Note that any designation of

field polarization refers to that of the beam before and in the cell, since the portion of the beam that

is sent to the spectrum analyzer is always horizontally polarized to enable mixing with the local

oscillator beam.

The detuning timings are illustrated schematically in the inset of Fig. 5.18(a). The Raman

detuning (δ/2π) was rapidly dithered as the single-photon detuning (∆/2π) was scanned slowly

across the Doppler profile. The single-photon detunings of both beams were scanned by varying

the frequency of the dye laser, whereas the Raman detuning was varied with the double-passed

AOM. This dual-scan technique permits the observation of the Raman atomic response across the

Doppler profile. There are three regions in the observed transmission spectra of Fig. 5.18(a). In

Region I, induced absorption of the vertically polarized component is observed when the frequency

difference between the two pump fields is tuned to the Raman resonance; the other component

experiences increased transmission and even gain (note that the signal is larger than the far-off-

resonance background). In Region II, both beams experience induced transparency. In Region III,

induced absorption is observed for the horizontally polarized beam and increased transmission and
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Figure 5.18: (a) Dual-scan experimental transmission spectrum of each polarization component.

Inset: Timing diagram of the detuning scans. (b) Energy level diagram depicting CARS (Region

I). (c) Energy level diagrams showing CARS on the left and CSRS on the right which occur simul-

taneously (Region II). (d) The beat signals are of the horizontally polarized fields (Region I) when

the two pump fields are on (δ = 0) and off (δ 6= 0) the Raman resonance. (e) The beat signal

of the horizontally (vertically)-polarized fields shows the presence of the CARS (CSRS) idler field

(Region II).
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gain is observed for the vertically polarized beam. In the transition areas between these regions

[near the two vertical bars in Fig. 5.18(a)], the spectra have a dispersive-like profile. This is due to

competition between the gain and induced absorption processes.

The underlying physical process giving rise to the rich spectral behavior of Fig. 5.18(a) is co-

herent Raman scattering. The energy-level diagram of Fig. 5.18(b) depicts CARS, which is the

dominant process with red-detuned pump fields (Region I). The vertically polarized fieldν1 acts as

an energy source which contributes two photons to amplify the horizontally polarized fieldν2 and

create an anti-Stokes photon which is also horizontally polarized. CSRS is the dominant process

with blue-detuned pump fields (Region III). In this region, the fieldsν1 andν2 swap roles as the

energy source and recipient, and an increase in the number of vertically polarized photons is ob-

served. In Region II, both CARS and CSRS [left and right energy level diagrams of Fig. 5.18(c)]

occur simultaneously with comparable strength which leads to a cancellation of the number of pho-

tons absorbed from and emitted into each polarization component. Because of this cancellation,

the transmission peaks observed in each polarization component occur entirely as a consequence of

conventional CPT.

The presence of the idler field is confirmed by performing a heterodyne measurement of the

frequency content of the beam emerging from the sodium cell. The frequency (νLO) of the local

oscillator used in the measurement in Region I is tuned to approximatelyν1 - 20 MHz as shown in

Fig. 5.18(b). Figure 5.18(d) shows the heterodyne signal of the horizontally polarized component

for frequencies near the difference frequency (1772 MHz) of the two pump fields (E1 andE2),

which are red-detuned from the optical resonance. The beat signals are plotted on a linear vertical

scale. The central peak of this spectrum is a reference signal representing the beat note between

the two pump frequencies. This signal is present because of uncompensated birefringence in the

sapphire windows of the vapor cell, which tends to mix the two initially orthogonal polarization

components. This peak also has a small contribution from the beat note ofE1 and the generated

field Ea. The left-most peak in the spectrum is the beat signal between the local oscillator and

E2. The right-most peak is the beat note between the local oscillator and the generated anti-Stokes

field; this contribution is greatly diminished when the two pump fields are detuned from the Raman

resonance. The pump fields are tuned off the Raman resonance by shiftingν1 (while holdingν2

fixed), which causes the positions of the other two peaks to shift. The outer peaks are broader than
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the reference peak because the two dye lasers are not phase-locked; consequently the beat frequency

fluctuates. CSRS is also present but much weaker and the CSRS signal is on the vertically polarized

component of the beam and far off resonance with the beat note at2× 1772 MHz.

The beat-note spectrum (not shown) for blue-detuned pump fields (Region III) have a similar

appearance. The generated Stokes signal is vertically polarized and the beat note of the Stokes

signal is observed (around 1772 MHz) by heterodyning the vertically polarized component of the

beam with a local oscillator tuned nearν2.

When the pump fields are tuned near the single-photon resonance (Region II) both the CARS

and CSRS processes influence the transmitted beam. The frequency of the local oscillator is tuned

to approximatelyν1 - 10 MHz for observing the CARS signal and approximatelyν2 + 10 MHz

for observing the CSRS signal, as shown in Fig. 5.18(c). CARS (CSRS) generates a horizontally

(vertically) polarized idler field which can be observed in the beat signal spectrum of the horizontally

(vertically) polarized beam with the pump fields on Raman resonance [Fig. 5.18(e)]. The reference

and left-most peaks become lower when the pump fields are tuned away from the Raman resonance.

This occurrence is due to the reduction of CPT in the off-Raman resonance condition while the pump

fields are tuned near the peak of the Doppler absorption profile. This trace is noisier than that of

Fig. 5.18(d) because less signal averaging was used in the present case.

The scattering efficiency is fairly large,. 40%, as deduced from the dip of the spectrum in

Region I of Fig. 5.18(a). In the presence of background absorption, not every scattered photon is

detected. Therefore, the scattering efficiency is not calculated using the peaks. These experiments

were repeated without any buffer gas in the cell and similar spectra were observed but with slightly

reduced strength of the resonance features. This result shows that pressure broadening is not re-

quired for the occurrence of these Raman scattering processes. The amount and type of buffer gas

were also varied. For all of the buffer gases used (helium, argon and nitrogen), the resonances are

narrowed and the Raman scattering processes are enhanced as the buffer gas pressure is increased

up to a value of a few torr. This behavior is due to the reduction of the ground state decoherence

rate3 which, in this regime, is determined by the diffusion of sodium atoms out of the laser beam.

Upon increasing the buffer gas pressure still further, all the resonances were found to weaken. In

this regime pressure broadening of the optical resonance becomes important, and the saturation in-

3The reduced ground state decoherence rate causes an increase in the scattering efficiency.
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tensity increases with buffer gas pressure. For the laser intensities used, the Rabi frequencies are not

large enough to create a significant amount of ground state coherence. This trend was also observed

in the numerical simulations.

5.4.2 Theoretical six-waveΛ model

|a〉

|b〉

|c〉

γbcγac

γab

γba

Ω1 Ω'
2Ωa Ωs Ω2 Ω'

1

Figure 5.19: Energy level diagram of the six-wave three-levelΛ system.

When two applied fields (which will be call the pump fields) are tuned to the Raman resonance

of a Λ system, the probability amplitudes for excitation to the common upper level cancel as a

consequence of quantum interference. A coherence between the two ground states, or equivalently

a dark state [9], is thus created. In addition to providing transparency for both fields, this coherence

can be utilized for the generation of an idler field by scattering a third (probe) field off this coherence.

Based on energy conservation, the frequency of the idler field differs from that of the third field by

the frequency difference of the two pump fields that created the coherence. However, this scattering

process transfers population from one of the lower levels to the other, thus upsetting the original

dark state. Absorption of additional photons out of the pump fields is necessary for re-establishing

this dark state.

Although theD1 line of sodium couples 16 different hyperfine Zeeman levels [95], it will be

approximated with a three-levelΛ system. This simplification will lead to some discrepancies that

are discussed at the end of this section.

In the model, each of the two applied fieldsω1 andω2 couple to both optical transitions of the

Λ system. Theω1 field is tuned near the a-c transition and acts as a pump field for this transition.
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Likewise, theω2 field is tuned near the b-c transition and acts as a pump field for this transition.

Sinceω1 is off resonance for the b-c transition, it serves as a probe field for this transition, and

leads to the generation of light at the anti-Stokes frequency. Likewiseω2 serves as a probe field for

the a-c transition and leads to the generation of light at the Stokes frequency. This circumstance is

illustrated in Fig. 5.19, which shows theΛ system with the six field contributions. The subscript

“a” (“s”) indicates the generated anti-Stokes (Stokes) field which is not applied. TheΩ1 fields are

vertically polarized while theΩ2 fields are horizontally polarized. The labels without and with the

prime (′) indicate primary (pump) and secondary (probe) contributions of the applied fields respec-

tively. The termspumpandprobeare used only to distinguish between the two contributions of a

particular applied field. Note that althoughE1 = E
′
1, the effective Rabi frequencies,Ω1,eff(∆1, µca)

andΩ
′
1,eff(∆1 + ζ, µcb), need not be equal because the detunings and the dipole matrix elements

µij of the respective transitions are not equal. Nonetheless, the dipole matrix elements of the two

optical transitions are of the same order of magnitude.

The fields are defined as

Ẽ(t) = (E1 + Eae
−iζt)e−iω1t + (Ese

iζt + E2)e−iω2t + c.c, (5.5)

whereζ = ω1 − ω2. ω1 is varied to change the Raman detuning,δ = ∆1 −∆2 = ζ - (2π * 1772

MHz), where∆1 = ω1−ωca and∆2 = ω2−ωcb. Angular frequencies are used exclusively for this

section.

A rotating frame transformation and rotating-wave approximation are performed (as in Ap-

pendix A) on the density matrix equations of motion for aΛ system using

ρca = σcae
−iω1t, (5.6a)

ρcb = σcae
−iω2t, (5.6b)

ρba = σbae
−i(ω1−ω2)t. (5.6c)

The equations are written in Appendix D.3 with the following matrix form

R ≡ [ σaa σbb σba σca σcb σab σac σbc ]T. (5.7)

R can be solved (to all orders of the field strength) using the Fourier expansion and continued

fraction method as outlined in Appendices B and C respectively. The atomic polarization atω1
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is proportional to the fourth element ofR0 (Eq. 5.7) and the fifth element ofR1 (Eq. C.12). The

atomic polarization atω2 is proportional to the fifth element ofR0 and the fourth element ofR−1

(Eq. C.13). The atomic polarization of the anti-Stokes signal is proportional to the fourth element

of R1, and that of the Stokes signal to the fifth element ofR−1. The ground state coherence is

proportional toσba (third element ofR0).

The atomic response is Doppler averaged, and the fields are propagated using the reduced wave

equation

dEj(ωj , z)
dz

= i2πkjPj(ωj , z), (5.8)

whereE is the electric field,P is the Fourier component of the calculated atomic polarization,k is

the wavevector, andj = 1, 2, a or s. The slowly-varying amplitude approximation is used and no

transverse effects are assumed. The numerical results were computed using the LP version of the

Matlab code described in Appendix E.
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Figure 5.20: Theoretical spectra of the intensities of the two polarization components as a function

of the Raman detuningδ for the three different regions of pump field detuning.

Fig. 5.20 shows the output intensities of the vertically and horizontally polarized components

versus the Raman detuningδ for the three regions studied: Region I — red detuned pump fields

(∆ = −ζ); Region II — pump fields tuned near to the resonance of the optical transitions (∆ = 0);

and Region III — blue detuned pump fields (∆ = ζ).
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Figure 5.21: Theoretical spectra of the magnitude of the ground state coherence|σba|, after prop-

agation, for the 3 regions studied. The dash curve is with only CPT present while the solid curve

includes both CARS and CSRS processes as well.

Fig. 5.21 shows the calculated ground state coherence|σba| after propagation. The dashed curve

is with only CPT, and the solid curve is with both CPT and coherent Raman scattering processes

present in the system. The CPT-only response is obtained by using only the zeroth Floquet order in

the simulation, i.e. only the pump fields are present. In the presence of only CPT, in an ideal homo-

geneously broadened system without propagation, the one-photon-resonant ground state coherence

has a maximal value of 0.5, which decreases significantly when the fields are far detuned from the

optical resonance. In Region II, the peak coherence is slightly reduced when coherent Raman scat-

tering is involved. However, in Regions I and III, the peak coherence is actually increased. This is

not too surprising as Raman scattering is known to create coherence. The spectra in those regions

are also somewhat asymmetric and shifted. With the inclusion of coherent Raman scattering, even

the spectrum in Region II experiences a DC Stark-like shift.

The model also takes into account the possibility of interference between the CARS and CSRS

processes. Additionally, non-parametric six-wave mixing processes are also accounted for.

The numerical results agree qualitatively with the experiment. The non-perfect transparency

of the CPT resonances is due to a variety of less important experimental imperfections that result

in weaker resonances due to additional absorption. For example, the 80 MHz AOM introduces

sidebands which reduced the coherence between the ground states. The cleanliness of the sodium

cell and purity of the buffer gases used also affects the amount of additional stray absorption that is

introduced. The simplification of the theoretical model of sodium also fails to take into account other
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less significant but concurrent processes that exist in the real system. When the second hyperfine

excited level, or the Zeeman structure (see Fig. 3.2) is taken into account, even if they’re degenerate,

the CPT resonance will appear weaker, as discussed in Section 5.3.4.

5.5 Transfer of Modulation via CPT

In this section, a modulated signal is transferred from one beam to another, which can be at a very

different part of the electromagnetic spectrum. There are two possible schemes: modulating one of

the pump fields that are used to created the ground state coherence or modulating the probe field

that scatters off that coherence. The modulated-pump scheme was performed and described here

while the modulated-probe scheme was carried out in [55]. The modulated-probe (second) scheme

involves a modulated probe field scattering off a steady dark state created by two unmodulated CW

pump fields, see [86] for details. Since the fields can be Doppler-shifted into resonance, theoreti-

cally the second scheme has a bandwidth equivalent to the full Doppler width. A very asymmetric

energy level structure is however required to achieve the transfer between different portions of the

electromagnetic spectrum.

Both techniques can be used to frequency convert an ultrashort X-ray pulse created by high

harmonic generation to the visible wavelength, which can then be used by current spectral phase

interferometry for direct electric-field reconstruction (SPIDER) [96, 97] techniques to characterize

the pulse. In the modulated-pump scheme, ultrashort X-ray pulses created by high-harmonic gener-

ation is detected by using two consecutive orders of the X-ray pulse as the pump fields. This scheme

has the advantage of being able to easily transfer the modulation between fields of vastly differing

frequencies compared to the modulated-probe scheme. However, the bandwidth for the modulation

is comparatively limited.

5.5.1 Experiment

The experimental layout of the modulated-pump scheme is similar to that of the previous experi-

ment. The beamν2 passing through the Brimrose AOM (1612 MHz) has an amplitude modulation

(AM) signal imposed in addition to downshifting in frequency. The two beams were combined with

a polarizing beamsplitter and coupled into a single-mode polarization-maintaining fiber designed
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to operate at 600 nm. This fiber acts as a spatial filter and ensures good mode matching between

the two beams. The output of the fiber was sent to the vapor cell. The intensities of each beam

going into the cell are 10 mW with a beam diameter of 5 mm. The two pump fields were tuned to

the Raman resonance to maximize the scattering. The multi-frequency output beam from the cell

was then split with the polarizing beam splitter, and the modulated pump field together with the

generated anti-Stokes idler field were mixed with a local oscillator from the second dye laser as in

the previous experiment.
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Figure 5.22: Beat signal spectrum of pump 2 and the idler with the local oscillator. The local

oscillator is tuned near the frequency of pump 1. The triangular wave AM signal (sinc2 envelop

spectrum) imposed on pump 2 is transferred to the idler signal.

A modulated dark state is created by introducing an amplitude modulation on one of the pump

field. When the unmodulated probe field is scattered off this ground state coherence, the modulation

is transferred to the generated idler field as well, as can be clearly seen in Fig. 5.22. The modulation

used is a 4 MHz triangular wave amplitude modulation which gives a sinc2 envelope spectrum.

However, Fig. 5.22 shows that only the first sidebands are transferred to the idler field. This is due

to the limited bandwidth of CPT, i.e. the transparency window. This bandwidth is determined by

the ground state decoherence rate. In this case, that rate is power broadened to a few MHz.



76 CHAPTER 5. CPT IN A REAL ATOM

5.5.2 Theory

Although this scheme was performed using only theD1 line of sodium with one of the pump

field also acting as the probe field, the same results can be obtained using bothD lines and three

separately applied (non-degenerate) fields. Both pump fields can also be modulated (with the AM

AOM in Fig. 5.2. In this proof-of-principle experiment, an up-conversion scheme generating a

CARS idler field was used as opposed to a down-conversion of X-ray to optical frequencies.

ω1

|a〉

|b〉

|d〉

ωi ω2 ω1 (ω3)

|c〉

Figure 5.23: The modulated-pump scheme with modulation imposed only onω2.

To numerically model the exact experiment that was performed requires applying a double Flo-

quet expansion to the equations of motion, which is very computationally demanding. Instead, the

model used will be for the more generic case with a double-Λ system and three individual fields.

Only the pump fieldω2 is amplitude modulated and with a sine wave (one pair of sidebands). Fig-

ure 5.23 shows the energy level diagram of the model.

The equations of motion are similar to those of the 13 resonances experiment in Section 5.3 as

shown in Appendix D.2. The elements of the interaction HamiltonianV are however different and

are given below.

Ṽca = ~Ω̃1 = −µcaE1, (5.9a)

Ṽcb = ~Ω̃m = −µcbEm, (5.9b)

Ṽdb = ~Ω̃3 = −µdbE3, (5.9c)

Ṽda = ~Ω̃i = −µdaEi, (5.9d)
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whereEm = (Ese
iβt + E2 + Ese

−iβt)e−iω2t is electric field component of the modulated pump

field, Ei is that of the idler field, andβ is the modulation frequency of pump field 2. Note that the

fields on the optical transitions differs from those in Fig. 5.11. A rotating frame and a rotating wave

approximation are performed with the following:

ρca = σcae
−iω1t, (5.10a)

ρcb = σcbe
−iω2t, (5.10b)

ρdb = σdbe
−iω3t, (5.10c)

ρda = σdae
−iωit, (5.10d)

ρba = σbae
−i(ω1−ω2)t = σbae

−i(ω1−ω2)t, (5.10e)

ρdc = σdce
−i(ωi−ω1)t = σdce

−i(ω3−ω2)t. (5.10f)

To eliminate the higher frequency components, the fields are required to be on the Raman resonance

and that energy is conserved (ωi = ω1 − ω2 + ω3), for the last two equalities of Eqs. 5.10 to hold.

The rule of population conservation is then used to eliminateρcc from the equations. A Floquet

expansion with the modulation frequency (β) as the index, and the continued fraction approxima-

tion are also applied. The equations of motion are solved as before with Doppler broadening and

propagation.

5.6 Measurement of the Ground State Decoherence Rate

To characterize the sodium vapor in the cell, a ground state relaxation measurement is performed.

The population (γ) and coherence(Γ) decay rates were measured using the configurations shown in

Fig. 5.24 (see also Figs. 5.2 for the experimental layout). The same experimental layout (Fig. 5.25)

was used in the modulated-probe scheme of the modulation transfer experiment in [55]. A pho-

tomultiplier tube (PMT) was used to detect the weak signal at theD2 line (ω3 or ωi). Note that

the probe fieldω3 is applied to theF = 2 ground level and horizontally polarized just like the

modulated-probe scheme in the previous section. This is accomplished by tuning the field slightly

to the red side of resonance to ensure that it is far off resonance on theF = 1 → 3P3/2 transition.

The probe field is made weak so that it does not redistribute the population through optical pumping.
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Figure 5.24: Energy level diagram depicting the method to measure the ground states relaxation

rates.
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Figure 5.25: Experimental layout to measure the ground state relaxation rate of sodium.

The population decay rate was measured by observing the rate at which the ground state popula-

tion returns to its no-field condition. Pump fieldω1 is blocked leaving only one amplitude modulated

pump field (ω2) to optically pump population to theF = 1 ground level (non-absorbing state). Dur-

ing the variable period of (off) time, the ground state population redistributes back to the absorbing
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state and the transmitted probe field intensity is reduced.

To measure the ground state coherence relaxation rate, coherent Raman scattering is employed:

the decay of the generated idler signal is directly related to the ground state decoherence rate. In

this measurement, both the pump fields are modulated to prevent optical pumping during the mea-

surement time slot.

5.6.1 Results
T
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Figure 5.26: Intensity transmission trace of relaxation measurement.

Figure 5.26 shows a typical intensity trace of the relaxation measurement. The top curve is the

pump field, and the bottom curve is the probe (idler) field for the population (coherence) relaxation

rate measurement. On the transmitted signal trace, the steep linear drop before the first node is due

to leak-through of the pump field. For example, in the population relaxation measurement, a portion

of the pump fieldω2 was not completely separated from the probe field by the grating and was thus

detected. The steep fall off shows the pump field switching off. The slower exponential decay after

the second node is due to the sidebands imposed by the ISOMET AOM’s as described earlier. Only

the portion between the two nodes was used to curve-fit the measurement to extract the relaxation

time. A diffusion model based on Brownian motion is used.

The relaxation rates were measured as a function of helium buffer gas pressure in the cell.
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Figure 5.27: Ground states population(γ) and coherence(Γ) relaxation rates as a function of helium

buffer gas pressure using two sets of pressure gauges.

Without a well calibrated pressure sensor, two different sensors were used to verify the data: a

thermocouple-mechanical gauge pair and a thermistor gauge. The upper limit of the measurement

range of the thermocouple is around 1 torr, and pressure readings above that were taken from the

mechanical gauge. The thermistor gauge on the other hand is capable of spanning through the

pressure range of interest. Figure 5.27 shows the population(γ) and coherence(Γ) relaxation rates

at pressure readings from the thermocouple-mechanical gauges (1) and the thermistor gauge (2). All

curves have a trend of decreasing relaxation rate as the pressure is increased. This indicates that

the cell is operating at the transit-time (diffusion) regime: the buffer gas is slowing down the rate in

which the sodium atoms diffuse across the laser beam.

5.7 Summary

Multiple resonances are observed on the Doppler-broadenedD1 line of atomic sodium in a pump-

probe spectroscopic experiment. Each of these resonances has been explained in terms of simple
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physical processes involving a four-level atomic system or a subset of this system. These resonances

arise from various saturation effects (with sub-Doppler linewidth), and various atomic coherence

effects (with sub-natural linewidth).

Coherent Raman scattering and its influence on CPT in a low-density atomic sodium vapor were

also studied. The transmission spectra of the applied laser fields possess features having subnatural

linewidths as a consequence of the quantum coherence of the underlying physical processes. An

interplay between the Raman scattering processes and CPT is observed. When Raman scattering

dominates, the usual CPT transparency peak can become inverted leading to a form of EIA.

By utilizing the ground state coherence as a source for coherent Raman scattering, frequency

conversion can be achieved even with modulated fields. This is especially useful for down-converting

X-ray attosecond pulses, created via high harmonic generation, for detection with SPIDER appara-

tus designed for the optical frequencies.

The ground state coherence can also be used to measure the population and coherence relaxation

rates of sodium. The general trend of the result shows that the vapor cell is indeed operating in the

transit-time regime.
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6 The Semiconductor Band Structure

6.1 Introduction

Semiconductor systems differ greatly from atomic systems but yet have an uncanny resemblance.

Just like ground states and excited states in an atomic system, a semiconductor system has a valence

band and a conduction band separated by the band gap. Intrinsically, semiconductor systems have

two carriers: electrons and holes. With proper design, a semiconductor system can be single-carrier

as in atomic systems.

The carriers can also interact with each other and these interactions, known as many body ef-

fects, complicate any analysis of the system. The presence of phonons in solids also provides an

extra form of interaction. Although the single-particle properties are still relevant, many body ef-

fects need to be included, which sometimes might alter the properties of the system radically.

The next two chapters provide a brief overview on the basics of semiconductor materials and

the quantum well to aid reader in understanding the theoretical work at the end of Chapter 7.

6.2 Crystal Structure

In an atomic system of the sort described in the preceding chapters, the atoms are far apart and

their valence electrons do not interact with each other. When the atoms are brought closer together

to form a solid, bonding occurs and the discrete energy levels of the electrons form bands of very

closely spaced levels as shown in Fig. 6.1(a).
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Figure 6.1: (a) Discrete energy levels forming bands in a semiconductor system. (b) A planar view

of covalent bonds of semiconductors.

The most common and important bond in semiconductors is the covalent bond. Two adjacent

atoms can share their valence electrons until the atom has a full outer shell by sharing with other

neighboring atoms. Figure 6.1(b) shows the covalent bonds of a Group IV atom (e.g. silicon) and

having a full outer shell of 8 “shared” electrons. Compounds can also form stable semiconductors

through covalent bonds. Examples are the III-V semiconductors like gallium-arsenide.

Silicon

Phosphorus

Electron

Figure 6.2: A donor atom with a free electron in the crystal lattice.

The semiconductor can also be doped (impurity atoms added), and that impurity atom that takes

over one of the lattice site can be a donor or an acceptor (see Fig. 6.2). A donor (acceptor) has an

extra electron (hole) that is free to move about the lattice. The concept of a hole is that it is positively

charged carrier, an entity of a “missing electron”.

The treatment of the band structure will be given more formally below. There are two prevailing

models: thek · p and theε̂·p theory. The concept of an effective mass will be shown with thek · p
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theory and the transition selection rules with theε̂·p theory.

6.2.1 Thek · p theory

Thek · p theory assumes that the band structure problem is solved at a particular point,

ko, with high symmetry. This point is taken asko = 0, theΓ-point of the Brillouin

zone. It also assumes that all the energy eigenvaluesEn(0) and their corresponding

Bloch functionsun(ko = 0, r) = un(0, r) are known.

The treatment begins with the time-independent Schrödinger’s equation, HΨ = EΨ, where the

Hamiltonian is

H =
p2

2m0
+ V (r), (6.1)

p = −i~∇ is the momentum,m0 is the electron rest mass, V(r ) is the periodic potential of the

crystal, andr is the three-dimensional spatial coordinate. The wavefunctions in a periodic crystal

are the Bloch functions

Ψnk(r) = unk(r)eik·r, (6.2)

wheren is the band index, andk is the wavevector. With∇ operating on the plane-wave part of the

wavefunction, only the “atomic-like” part of the Bloch functions need to be considered,

[
(p + ~k)2

2m0
+ V (r)

]
unk(r) = Enkunk(r), (6.3)

[
p2

2m0
+
~k · p
m0

+
~2k2

2m0
+ V (r)

]
unk(r) = Enkunk(r). (6.4)

Envelope function approximation:

The most economical description of the energy bands in semiconductors is the effec-

tive mass approximation, which is also known as the envelope function approximation

or multibandk · p method. It uses a minimal set of parameters that are determined

empirically from experiments. By means of a perturbative approach, it provides a con-

tinuation in the wavevectork of the energy bands in the vicinity of some special point

in the Brillouin zone.
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In the four-band [conduction band (CB), heavy hole band (HH), light hole band (LH), and split

off band (SO)], eight-band when spin is included,k · p approximation, coupling or transitions are

among these four bands only. All higher empty conduction bands and lower filled valence bands

are ignored. The interaction between the bands causes them to bend away from each other. The

energies of the bands can be calculated using the non-degenerate perturbation theory, where

Enk = En0 +
~2k2

2m0
+
~2

m2
0

∑

i6=n

|k · 〈i |p|n〉|2
En0 − Ei0

+ . . . . (6.5)

The energy can be expressed in terms of an effective mass,

1
m∗ =

1
m0

+
2

m2
0

∑

i 6=n

(k̂·p)2

En0 − Ei0
, (6.6)

where the k-component of the momentump is used. Using these equations (6.5 and 6.6), the

energies of the four bands can be computed and the energy-wavevector (E — k) plots are parabolic

which is the simplest approximation commonly used. To include an energy-dependent effective

mass into the model, the higher order terms in Eq. 6.5) are used and this is equivalent to taking the

non-parabolicity of the bands into account.

In the conduction band, the electron effective mass can be calculated using

m0

m∗
e

= 1 +
2p2

cv

3m0

(
2

Eg
+

1
Eg + ∆so

)
, (6.7)

whereEg is the bandgap energy,∆so is the split-off energy andp2
cv = ~2

∣∣〈f ∣∣ ∂
∂z

∣∣ i
〉∣∣2 and p2

cv
2m0

is usually approximately 22 eV. In a one dimensional (1D) quantum well structure, the energy-

dependent effect masses are calculated with the following relations [98]:

m∗
w(E)
m0

=
m∗

w

m0
[1 + E/(Eg, w + ∆w/3)], (6.8a)

m∗
b(E)
m0

=
m∗

b

m0
[1 + (V −E)/(Eg, b + ∆b/3)], (6.8b)

where the subscriptw (b) denotes the well (barrier) layer, andV is the potential of the barrier.

The conduction band is an s-like state just like the ground state of sodium. The valence band is

p-like and consists of 3 bands (HH, LH and SO). In addition, there are spin up and spin down states
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(for the electron) for each band. The quantum states|j, mj〉 that describe the four bands are

CB :
∣∣1
2 , 1

2

〉
= i |S ↑〉 ,

∣∣1
2 ,−1

2

〉
= i |S ↓〉 ,

HH :
∣∣3
2 , 3

2

〉
= 1√

2
|(X + iY ) ↑〉 ,

∣∣3
2 ,−3

2

〉
= 1√

2
|(X − iY ) ↓〉 ,

LH :
∣∣3
2 , 1

2

〉
= 1√

6
|(X + iY ) ↓〉 −

√
2
3 |Z ↑〉 ,

∣∣3
2 ,−1

2

〉
= − 1√

6
|(X − iY ) ↑〉 −

√
2
3 |Z ↓〉 ,

SO :
∣∣1
2 , 1

2

〉
= 1√

3
|(X + iY ) ↓〉+ 1√

3
|Z ↑〉 ,

∣∣1
2 ,−1

2

〉
= − 1√

3
|(X − iY ) ↑〉+ 1√

3
|Z ↓〉 .

(6.9)

The states|↑〉 and|↓〉 represent the electron spin up and down respectively. The states|X〉, |Y 〉,
and|Z〉 display the coordinate in which they are odd; they are even in the other two coordinate. The

|S〉 state is even in all three Cartesian coordinates.

6.2.2 Theε̂·p theory

There is a similar theory (to thek · p approximation) which is also often used to describe semicon-

ductor materials; instead of taking thek̂-component of the momentump, the Coulomb gauge and

the component of the momentum in the direction of the polarization of the optical field are used.

The absorption is defined as

α =
2~W

nRε0ωA2c
, (6.10)

whereA is the magnitude of the vector potential,nR is the real part of the refractive index, andW

is the transition rate given by the Fermi Golden Rule

W =
2π

~
|〈Ψf |Hint|Ψi〉|2 ρJ(~ω)δ(Ef −Ei − ~ω), (6.11)

whereEi (Ef ) is the energy of the initial (final) state,~ω is the transition energy, andδ(. . .) is a

delta function. If the initial and final states are partially occupied, the transition probability has to
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be weighted by the occupancy factor given by the Fermi distribution functionf(E),

Wfi = Wf(Ei)[1− f(Ef )], (6.12)

where the Fermi-Dirac distribution is given by

f(E) =
1

1 + e(E−µ)/kBT
≈ e−(E−µ)/kBT, (6.13)

and the right-hand-side of Eq. 6.13 is the Boltzmann approximation.µ is the chemical potential and

is approximated with the Fermi energyEF at low temperatures,

µ = EF

[
1− π2

12

(
kBT
EF

)2

+
π4

80

(
kBT
EF

)4

+ ...

]
. (6.14)

At higher donor densities, the Fermi energy levelEF moves up into the conduction band and

it is no longer valid to use the Boltzmann approximation for the Fermi-Dirac function. The Fermi

energy is defined as the energy state that has a1
2 probability of being occupied at a temperature of

T = 0 K. EF can be calculated using

EF = Ec+Ev
2 + 1

2kBT ln Nv
Nc

intrinsic semiconductor, (6.15)

EFn = Ec + kBT ln ND
Nc

n-doped semiconductor, (6.16)

EFp = Ev − kBT ln NA
Nv

p-doped semiconductor, (6.17)

whereEc is the energy of the conduction band minimum (CBM),Ev is the energy of the valence

band maximum (VBM),Nc (Nv) is the conduction (valence) band effective density of states, and

ND (NA) is the donor (acceptor) impurity density. The ratioNv
Nc

is equal to(m∗
h/m∗

e)
3/2, wherem∗

h

andm∗
e are the effective masses of the hole and electron respectively. The Fermi energy can also be

represented by the Fermi wavevector usingEF = ~2k2

2m∗ , where

kF = 3
√

3π2N ′ for 3D, (6.18)

=
√

2πN ′ for 2D, (6.19)

andN
′
= N

L3 for the three dimensional (3D) electron density, orN
′
= N

L2 for the two-dimensional

(2D) sheet density. Note that bulk material is considered a 3D medium and a one dimensional (1D)

quantum well is a 2D medium.
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The delta function in Eq. 6.11 ensures energy conservation. Since there is not a single initial or

final state, the transition probability has adensity of statesterm. Thejoint density of statesdefines

the number of states (n) per unit volume which can be excited per unit energy bandwidth and is

defined as

ρJ(E) =
∆n

∆~ω
=

dn

dE
. (6.20)

For a quantum well, the joint density of states for a single subband is

ρJ(~ω) =
m∗

~2πW
, (6.21)

whereW is the width of the well layer.

The wavefunctions can be normalized with

Ψ(r) =
1√
N

∑

n,k

unk(r)eik·r, (6.22)

where N is the number of primitive cells, such that
∫ ∫ ∫

whole crystal
Ψ∗ΨdV = 1, and

∫ ∫ ∫
whole crystal

u∗udV =

1. Here,n is the wavefunction index. In a quantum well, the atomic part can be further decomposed

into the confined part and the lateral part:

Ψ(r) =
1√
N

∑

n,k‖

unk‖(r‖)ϕ(z)eik·r, (6.23)

whereϕ(z) ∝ sin
(

nπz
W

)
is the envelope function in the confined directionẑ, andk‖ (r‖) is the

wavevector (two-dimensional spatial coordinate) in the transverse direction.

In the Coulomb gauge (∇ · A = 0), the electric field is related to the vector potentialA and the

scalar potentialφ by

~E = −∇φ− 1
c

∂A
∂t

, (6.24)

where

~E = ε̂
E0

2

[
ei(k·r−ωt) + e−i(k·r−ωt)

]
. (6.25)

In the absence of free charges or current,φ = 0 and

A = ε̂
E0

i2ω

[
ei(k·r−ωt) + e−i(k·r−ωt)

]
, (6.26)



90 CHAPTER 6. THE SEMICONDUCTOR BAND STRUCTURE

whereε̂ is the direction of the polarization of the electric field. The one electron Hamiltonian in the

presence of an electromagnetic field is

H =
1

2m0
(p− eA)2 + V (r) + eφ, (6.27)

=
p2

2m0
+ V (r)− e

2m0
(p · A + A · p) +

(
eA
2m0

)
, (6.28)

wheree is the electron charge, andφ = 0 is used again. In the low intensity limit, the last term of

Eq. 6.28 is dropped. Withp ·A = A ·p in the Coulomb gauge, the interaction hamiltonian becomes

Hint =
ieE0

2m0ω
(ε̂ · p), (6.29)

=
~eE0

2m0ω
∇ε, (6.30)

wherep = −i~∇ is used, and∇ε = ε̂ ·∇. The matrix element for a (001)-oriented quantum well is

〈Ψf |∇ε|Ψi〉 =
〈
u∗fϕ∗f |∇ε|uiϕi

〉
,

=
∫ ∫ ∫

unit cell

u∗f∇εuidV × 1
N

∑
zi

ϕ∗f (z)ϕi(z)

+
∫ ∫ ∫

unit cell

u∗fuidV × 1
N

∑
zi

ϕ∗f (z)∇εϕi(z), (6.31)

where the first term on the right-hand-side of Eq. 6.31 represents the interband transition (IBT),

and the second term is the intersubband transition (ISBT). Theeik·r factors of the wavefunctions

integrate to 1 ifkf
‖ = ki

‖, otherwise they make the matrix element equal to zero, so only vertical

transitions need to be considered. Figure 6.3 shows the energy-wavevector (E — k) diagram of a

quantum well with interband and intersubband transitions. The circles represent occupied energy

states.

In analogy with atomic systems, an oscillator strength can be defined as

Ffi =
2m∗(Ef − Ei)

~2
|µfi|2 . (6.32)

From the second term of Eq. 6.31, the dipole moment of an ISBT is defined as

µfi = e〈f | ∂

∂z
|i〉ê · ẑ, (6.33)

whereê·ẑ = cos(θ), andθ is the angle between the direction of the electric field polarization (ê) and

the layer axis (growth direction, taken to be in the z-direction). Theê · ẑ term is used to decompose
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Figure 6.3: Energy-wavevector diagram showing interband and intersubband transitions.

the electric field if it is not polarized in the layer axis. Equation 6.33 defines the selection rules for

ISBT: The electric field must be polarized in the layer axis to induce intersubband transitions. Cor-

respondingly, when the electric field is polarized orthogonal to the layer axis, interband transitions

are induced. For symmetric wells, since Eq. 6.33 is odd (in z), only transitions with odd∆n are

allowed. In asymmetric wells, the rules are relaxed.

The differences between ISBT and IBT are as follow. ISBT is narrow, resonance-like while IBT

has a broad range of energies because of (energy dependent) density of state considerations. ISBT

is between same Bloch states and different envelope states, while IBT is between different Bloch

states and same envelope states. The dipole moment of a transition is dependent on the structural

width: ISBT is dependent on the well width of the quantum well (W ), and IBT is dependent on the

lattice constant (Llattice) of the bulk material which is of the order of the Bohr radiusa0. Therefore,

µISBT
µIBT

∼ 10− 50, although the absorption coefficient can sometimes be comparable.
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6.3 Heterostructure

When two different semiconductor are joint, a heterojunction (Fig. 6.4) is formed. The Fermi energy

level (EF ) of each semiconductor lines up, therefore shifting the band extrema accordingly: the

conduction band offset (CBO) is∆Ec = χ1 − χ2, and the valence band offset (VBO) is∆Ev =

∆Eg −∆Ec, whereχ is the electron affinity, and∆Eg is the difference in bandgap energy of the

2 semiconductors. The electron affinity is defined as the energy required to bring an electron from

the CBM to the vacuum level (ionization). An analog to the heterojunction is a p-n diode where

dissimilar dopants are used instead of dissimilar compounds.

Eg1

Eg2

Ec

Ev

∆Ec

EF

Evac

χ1 χ2

∆Ev

Figure 6.4: Energy level diagram of a heterojunction.

If the heterostructure is connected to an electrical source with the low bandgap material con-

nected to the cathode, electrons from the cathode (right-hand-side) will flow towards the anode.

Since there is a potential step at the heterojunction, if the applied voltage is comparatively small,

the electrons will be trapped in the low-bandgap-side of the structure. The holes are, however,

not trapped in this structure with this bias. Figure 6.4 shows a straddling configuration (or Type

I) heterostructure. There are also staggered (Type II) and broken-gap (Type III) configurations al-

though broken-gap ones are used only for special applications because the electron can easily tunnel

through from the conduction band to the valence band on the other side of the heterojunction.
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6.4 1D Quantum Well
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Figure 6.5: Subbands within the conduction band of a 1D quantum well.

When two heterojunctions are placed back-to-back with the center (well) layer shrunk to the de

Broglie wavelength, a quantum well is created. As with the example given above, the carriers will

be trapped in the well layer. A more important characteristic of a quantum well is that the (energy)

band structure becomes quantized. Figure 6.5 shows a quantum well with quantized subbands

within the conduction band. In a 1D quantum well with confinement in theẑ direction, the energy

of the subbands (in the infinite barrier model) are

E = Ex + Ey + Ez, (6.34)

where

Exy =
~2k2

‖
2m∗ , (6.35)

Ez,n =
~2π2

2m∗

(
n2

W 2

)
, (6.36)

wheren denotes the sublevel, andm∗ is the effective mass of the carrier. Since the system is

confined only in one dimension, subbands are obtained instead of sublevels (continuous range of

energy levels due to the two unconfined dimensions) as in the left-hand-side diagram of Fig. 6.5.

The electron effective massm∗
e is used form∗ when calculating the energies of the subbands in the
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conduction band. The well depth (∆Ec = e|χ1 − χ2|) is calculated from its composition and that

of the barriers through the electron affinities,χ’s.

The conduction band is usually used for many intersubband applications because the electron

mass is smaller than even the light hole’s mass. This translate to higher mobility or tunnelling

probability which permits the construction of faster optical switches, for example. The well depth

in the conduction band is also generally larger than that in the valence band for most commonly

used semiconductors.

The quantum well is usually physically very narrow (nanometers), therefore the interaction

region is minute. The interaction length can be increased by stacking multiple single wells, forming

a multiple quantum well structure as shown in Fig. 6.6(a). However, even with today’s advanced

molecular beam epitaxy techniques each well is slightly different from the other. In the same well,

the layer thickness can also vary. This inhomogeneity causes the transition to broaden to a value

that can be much larger than Doppler broadening in an atomic system. Alternatively, a single or

few well(s) can be placed in a cavity with the surfaces of the wafer acting as mirrors as shown

in Fig. 6.6(b). This approach can have a smaller inhomogeneously-broadened linewidth than the

thicker single-pass multiple quantum well structure. The input facet is cleaved at an angle so that

the optical beam is directed perpendicular into the wafer. With the high refractive indices of some

semiconductors, significant refraction will occur if the optical beam is injected at an angle. In

addition, total internal refraction can be utilized, instead of depositing reflecting layers on the wafer,

to (partially) trap the optical beam.

6.5 Intersubband Transition

Quantum wells are already well developed for many optical applications. They utilize interband,

intraband and intersubband transitions. Intraband or intersubband (within the same band) transitions

are simpler because they involve only one type of carriers: electrons or holes, and these transitions

are not affected by the recombination rate.

By varying the width of the well and the compositions of the material in the whole structure, a

range of the number of subbands and transition energies can be created. By varying the thickness of
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Figure 6.6: Two approaches to increase the interaction length of a quantum well medium: (a)

Multiple quantum well structure, (b) single/multiple well(s) in a cavity.

the barrier between two coupled-wells, the coupling (dipole) strength and decay rate between levels

in different wells can also be adjusted.

Intersubband transitions have large dipole moments [28, 34] and can be used to simulate tran-

sitions in an atomic system. These intersubbands in traditional semiconductors have transition fre-

quencies in the far-infrared. With careful design and proper material selection, transitions at the

communication wavelengths (1.3 and 1.55µm) can be achieved [99]. The selection rules [100] for

transitions among these levels are however different from an atomic system:

• an electric field polarized perpendicular to the plane of the layers is required to induce a

transition,

• for a symmetric well,∆n must be odd.

The lifetimes of the excited levels of a typical atomic system (16 ns for radiatively-broadened

sodium) is relatively long compared to those of the subbands in a quantum well system, which the

latter are governed mainly by dephasing processes. In addition, the dephasing rates of the quantum

well system are affected by more factors than in an atomic system. All forms of phonon scattering

from the bulk material [101] to the interface regions [102] play a role in dephasing the transitions in

the system.
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6.6 System Dynamics

In a semiconductor system (or any solid), the atoms are bonded so closely together that they inter-

act with each other and modify the energy level structure. Carrier-carrier interactions called many

body effects, and phonons in solids modify the dynamics of the system as well. These interac-

tions are included in the equations of motion either through the Hamiltonian or as an additional

(phenomenologically-introduced) collision terms.

A complete and detailed analysis of these effects will involve transport theory. However,

phenomenologically-introduced decay and dephasing terms are often used in the equations of mo-

tion to simplify the analysis when the focus is in the photo-induced dynamics and other properties

of the system as is the case in the current work.

6.6.1 Many body effects

There are a few models [103] being used when treating many body effects, examples are the Hartree-

Fock approximation, plasma screening, and the plasmon-pole approximation.

The Hartree-Fock approximation

In the Hartree-Fock approximation, the electrons are assumed to not interact with one another.

Since the solution to the electronic problem is known for the single-electron atom (hydrogen), the

Hamiltonian and the total electronic wavefunction are separated. TheHartree productor the N-

electron wavefunction is obtained using theSlater determinant,

ΨHP (x1, x2, . . . , xN ) =
1√
N

∣∣∣∣∣∣∣∣∣∣∣∣

χ1(x1) χ1(x2) · · · χ1(xN )

χ2(x1) χ2(x2) · · · χ2(xN )
...

...
...

...

χN (x1) χN (x2) · · · χN (xN )

∣∣∣∣∣∣∣∣∣∣∣∣

, (6.37)

whereχN (xN ) is the electron wavefunction of electronN at positionrN and spinω (x = {r , ω}).
The antisymmetry principle is satisfied with this functional form for the wavefunction. In the two-

electron wavefunction, if 2 electrons are placed in the same orbital at the same timeχ1 = χ2, then
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ΨHP (x1, x2) = 0. This is a result of thePauli exclusion principlewhich is a consequence of the

antisymmetry principle.

The assumption that the electrons can be described by an antisymmetrical product (Slater de-

terminant) is equivalent to the assumption that each electron moves independently of each other but

feels a Coulomb repulsion due to the average of the positions of all electrons. The electron also

experiences an exchange interaction due to the antisymmetrization. That is why the Hartree-Fock

theory is also referred to as the mean-field theory.

Plasma Screening

One of the most important effects of many body interaction in an electron plasma is plasma screen-

ing. The effective single particle interaction Hamiltonian can be written as

Veff(r) = V (r) + Vind(r), (6.38)

whereV (r) is the Coulomb potential of a test charge, andVind(r) is the induced potential of the

screening particles. The induced potential obeys Poisson’s equation and becomes

Vind(q) = − 4πe

ε0q2
ρq = VqVeff(q)P 1(q, ω), (6.39)

whereρq is the charge density,q is the wavevector,Vq is the Coulomb interaction potential, and

P 1(q, ω) is the first order approximation of the polarization functionP (q, ω), and is defined as

P 1(q, ω) =
∑

k

fk−q − fk

~(ω + iδ + ωk−q − ωk)
, (6.40)

wherefk is the carrier (Fermi-Dirac) distribution function. Substituting Eq. 6.39 into the Fourier

transform of Eq.6.38 yields the dynamically screen Coulomb potential:

Veff =
Vq

ε(q, ω)
≡ Vs(q, ω), (6.41)

where the dynamic dielectric function is the Lindhard formula,

ε(q, ω) = 1− VqP
1(q, ω). (6.42)



98 CHAPTER 6. THE SEMICONDUCTOR BAND STRUCTURE

Plasmon-Pole Approximation

In the long wavelength limit (q → 0), Eq. 6.42 becomes the classical (Drude) dielectric function

ε(0, ω) = 1− ω2
pl

ω2
, (6.43)

while in the static limit (ω + iδ → 0),

ε(q, 0) = 1 + κ2

q2 for 3D, (6.44)

= 1 + κ
q for 2D, (6.45)

where the screening wavenumber is defined as

κ =

√
4πe2

ε0

∂N
′
3D

∂µ for 3D, (6.46)

= 2me2

ε0~2 fk=0 for 2D, (6.47)

andµ is the chemical potential. In both 2D and 3D, the inverse dielectric function is

1
ε(0, ω)

=
ω2

(ω + iδ)2 − ω2
pl

= 1 +
ω2

pl

(ω + iδ)2 − ω2
pl

, (6.48)

which has just 1 pole. This is used to construct an approximation for the full dielectric function

ε(q, ω), by replacing the continuum of poles obtained from the Lindhard formula with an effective

plasmon pole atωq. This is the plasmon-pole approximation (replaceωpl in the denominator of

Eq. 6.48 withωq). The square of the effective plasmon frequency is

ω2
q = ω2

pl

(
1 + q2

κ2

)
+ ν2

q for 3D, (6.49)

= ω2
pl(q)

(
1 + q

κ

)
+ ν2

q for 2D, (6.50)

where the plasma frequency is

ωpl =
√

4πN
′
e2

m for 3D, (6.51)

=
√

2πN ′e2

ε0m q for 2D, (6.52)

and usually,ν2
q = Cq4, where C is a numerical constant.
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6.6.2 Collision terms

The single particle density matrix equations of motion for a particulark state is given by [42]

∂ρk
nm

∂t
= − i

~

[
H0 + Hint, ρ

k
nm

]
+

∂ρk
nm

∂t
|relax . (6.53)

H0 is the system’s Hamiltonian in the absence of the infrared field(s) and includes all the many body

effects mentioned in previous sections, andHint is the interaction Hamiltonian. The phenomenologically-

included relaxation term consists of

∂ρk
nm

∂t
|relax= γk

nmρk
nm +

∂ρk
nm

∂t
|e-p +

∂ρk
nm

∂t
|e-e . (6.54)

From this point forward, all analyses will be taken w.r.t. a quantum well structure (2D medium).

γnm includes spontaneous decay rates (usually negligible) and other inelastic processes. The pop-

ulation decays (due to scattering processes) within the same subband are to otherk states of the

same subband,γkk
′

nn . The terms∂ρk
nm

∂t |e-p and ∂ρk
nm

∂t |e-e represent the incoherent contributions of

the electron-phonon and electron-electron scattering processes respectively. The damping rates due

to electron-electron scattering is always large (small) in the|1,k〉 (|2,k〉) state relative to the rates

due to electron-phonon scattering, where|1,k〉 (|2,k〉) is the lower (upper) subband.

Incoherent electron-phonon scattering

For upper subbands which are separated from the ground subband by energies larger than those of

the longitudinal-optical (LO) phonons, electron-LO phonon scattering is dominant. For the ground

subband, this is primarily collisions between electrons and acoustic phonons which are weak and

diffusive. The electron-phonon Hamiltonian can be written as [101,104]

He-p =
∑
q

[
α (q) e−iq·rb†q + c.c.

]
, (6.55)

whereb†q is the creation operator for a phonon in the modeq and

|αLO (q)|2 = 2π~ωLO
e2q2

L3(q2 + κ2)

(
1

ε∞
− 1

εs

)
, (6.56)

is the strength of the electron-optical phonon interaction (Fröhlich term), whereε∞ andεs are the

high energy and static dielectric constants respectively,L3 is the volume, and~ωLO is the LO-

phonon energy.
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|αLA (q)|2 =
Co

L3
~ω (q) , (6.57)

is the strength of the electron-acoustic phonon interaction (deformation potential approximation).

Co = D2

2ρc2s
, whereD is the deformation potential for electrons,ρ is the density andcs is the lon-

gitudinal velocity of sound. The scattering rate from an initial state|i,ki〉 to a final state|f,kf 〉 is

given by the Fermi Golden Rule [Wi→f (ki,kf ), Eq. 6.11].

In general, the electron-phonon scattering isk-dependent. However, the linear response cal-

culated with representative value is similar to that obtained from evaluating the complete system

simultaneously. The phonon scattering is thus represented phenomenologically by

∂ρk
11

∂t
|e-p=

∂ρk
11

∂t
|diff , (6.58)

∂ρk
22

∂t
|e-p= −γp

2ρk
22, (6.59)

whereγp
2 is the intersubband transition rate of an electron in the second subband due to emission of

LO phonons. The off-diagonal terms are

∂ρk
nm

∂t
|e-p= −Γp

nmρk
nm, (6.60)

whereΓp
nm is the dephasing rate caused by the electron-phonon scattering process and is given by

Γp
nm =

1
2

(γp
m + γp

n) . (6.61)

E

k
kLO

Figure 6.7: Intrasubband electron-phonon scattering.

For the ground subband,γp
1 is the electron-acoustic phonon scattering rate

(
∂ρk

11
∂t |diff

)
. LO-

phonon scattering from much higher subbands to the ground subband can usually be ignored as
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this requires phonons with very large wavevectors (energy). Electrons in states withk > kLO

will undergo very fast intrasubband transitions (within the subband) until they reach a state with

k < kLO (Fig. 6.7). If the subbands are separated by an integer number of LO-phonon energies, the

electron will end up in a state with the same wavevector after an intersubband scattering.

Incoherent electron-electron scattering

This is a major damping process for electrons in the ground subband with wavevectors less thankLO

(= ωLO
c , the wavevector corresponding to an electron kinetic energy equal to that of LO phonons).

This process depends on the electron density and distribution, and includes dynamic screening of the

electron-electron interaction. Electron-electron effects are ignored in the upper bands because the

upper bands are affected by the much faster electron-LO phonon scattering process and also because

the electron envelope functions in these subbands are asymmetric and very much less localized in

the well compared to those in the ground subband.

The electron-electron scattering rate is written as

∂ρk
nn

∂t
|e-e= γ in

n

(
k, ρk

nn

)(
1− ρk

nn

)
− γout

n

(
k, ρk

nn

)
ρk

nn. (6.62)

γ in
n

(
k, ρk

nn

)
andγout

n

(
k, ρk

nn

)
are the scattering in and out rates of state|n,k〉 due to the electron-

electron scattering process. The polarization dephasing rate is

∂ρk
nm

∂t
|e-e = −Γe-e

nm(k)ρk
nm + ∂ρk

nn
∂t |e-e

nd , n 6= m (6.63)

where the diagonal contribution to the dephasing rate is given by

Γe-e
nm(k) = −Im (Σe-e

n (k) + Σe-e
m (k)) , (6.64)

andΣe-e
n is the retarded self-energy which is related toγout

n andγ in
n by

Im{Σe-e
n (k)} = −1

2
(
γ in

n + γout
n

)
. (6.65)

The second term in Eq. 6.63 is the non-diagonal contribution of the electron-electron scattering

process of the polarization dephasing rate. It describes the rate of polarization transfer between the

statek and other states due to scattering. This term partially cancels the diagonal contribution. In

the limit of high electron density, this term can be neglected due to strong screening. Intersubband

transitions caused by electron-electron scattering is ignored but this can be significant when the

energy spacing between the subbands is small.
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Interface roughness scattering

When the width of the layer of a quantum well structure varies, the transition wavelengths are

shifted. Well width variations between various wells in a multiple quantum well structure there-

fore appear as an inhomogeneous (Doppler-like) broadening. Lateral variations (within a single

heterointerface) usually dominate over inter-interface variations. In the case of very narrow layers

where the dimensions of the variations are of the order of the layer width, these variations are very

pronounced leading to interface roughness scattering [102, 105, 106] which reduces the electron

mobility or equivalently increases the dephasing, leading to a broader absorption linewidth.

6.7 Summary

The concepts of atomic physics have been extended to relate to semiconductor physics, and a few

relevant theories are introduced to help analyze a semiconductor system. The quantum well is also

introduced, showing potential for realizing aΛ system to observe CPT.
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7 Coherent Population Trapping in an

Artificial Atom

7.1 Introduction

Due to the versatility of semiconductors, the demands for various diverse applications require the

use of compounds from groups further away on the periodic table, e.g. II-VI compounds. Three-

element or ternary alloys are also often employed. Two Group III or two Group V elements can be

used to form a ternary semiconductor. Examples are AlxGa1−xAs and AlAs1−xSbx.

For the processes studied in the first half of this manuscript to have practical applications, a

more robust medium is required. The quantum well fits the criteria to bridge physics to engineering

in this case.

Coherence effects [107] have been observed in quantum well structures showing that it is pos-

sible to achieve EIT [41, 108] and CPT [36] in such a material system. Coupled-double wells [42]

were proposed where the coupling and decay rates between levels in different wells can be con-

trolled by the parameters of the barrier layer. The systems proposed in the literature however do not

provide complete control of all the parameters. Such a limitation defeats one of the purpose of using

quantum wells: the ability to alter almost any parameter to suit the application. In a three-levelΛ

system, the ability to control the decay and dephasing rates between the two ground levels is of

upmost importance for CPT applications. The ability to control the decay rates from the excited

level is also important as this decay rate determines the intensities of the fields required.
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7.2 Quantum Well Structures

In the current quest to create aΛ system in a quantum well structure [109], the suitability of various

basic designs were first considered. Although in a quantum well there exist subbands instead of

discrete sublevels (as in the 1D analysis earlier or in a quantum dot structure), the simplification of

subbands to sublevels is used. A uni-carrier (electrons) system is also used as a design criteria to

eliminate inter-carrier interactions that will complicate the system. Therefore, only ISBT within the

conduction band is utilized.

The quantum wells can be doped with one of the many schemes, for example delta doping or

barrier doping, to bring the Fermi energy level above the sublevels that are designated as ground

levels. Barrier doping is preferred as the positive impurity ions left behind are not in the well layer

which can introduce an additional interaction.

There are a few potential structures for observing coherence effects, and ultimately CPT, using

intersubband transitions in the conduction band of quantum wells. They are: a single well, a stag-

gered well [42], a coupled-double well [108,110,111], and the one being proposed here: theIsland

well structure.

The single well structure, shown in Fig. 7.1(a), is the simplest to fabricate, and aΛ system can

be realized using then = 1, 3 and 4 sublevels. The two transitions,|1〉 → |4〉 and|3〉 → |4〉 are

in the same physical layer. In this configuration, the decay rate between the two ground levels is

around half of the decay rate between the excited level and the ground level. Population in level|3〉
decays to an intermediate level|2〉 that can then decay to level|1〉, all at the same rate. These decay

rates are also not easily controllable.

A variation of the single well is the asymmetric or staggered well shown in Fig. 7.1(b). The

well layer actually consists of two different layers of differing CBM energies, forming a step. Since

the symmetry is broken, the second transition selection rule discussed in Chapter 6 do not apply,

and transitions between any levels are allowed. The transition strengths are now calculated by the

overlap of the respective wavefunctions. AΛ system is possible but the ground state decoherence

rate is not very low.

The coupled-double well has two variations. If the two wells have an upper level of similar

energies, as shown in Fig. 7.1(c), population in the excited level in one well can resonantly tunnel
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Figure 7.1: (a) The single well, (b) the staggered well, (c) resonantly, and (d) non-resonantly tun-

nelled coupled-double well.

through the barrier to the excited level in the other well (a doublet is actually formed). This popula-

tion can then be coupled to the ground level in the second well by an applied field. If the two wells

do not have an upper level in close proximity (in energy), as in Fig. 7.1(d), then population in the

excited level of one of the wells will tunnel non-resonantly through the barrier to the ground level

in the second well. This non-resonant tunnelling will reduce the coupling strength (or equivalently

the dipole moment) and the decay rate between the excited level and the second ground level. The

benefit of the coupled-double well design is that the relative coupling strength and the excited level

decay rates of the two transitions can be varied by the barrier thickness. However, the decay rate

between the ground levels also varies by the same amount since they have the same barrier width.

By extending the concept of utilizing a barrier layer as an additional mean of controlling the

decay rate and dipole moment, a triple well structure where the wavefunctions each of the levels

of a Λ system are confined in their individual layers would yield the ideal layout. However, such a

design will result in many interfaces where interface phonons can dominant the dephasing rates.

A compromise, using a variation of the staggered well termed theIsland well as shown in

Fig. 7.2, is proposed. The layers are: (i) AlAs.56Sb.44 barrier, (ii) In.53Ga.47As deep well, and (iii)

AlxGa1−xAsySb1−y shallow well (theIsland), all lattice-matched to InP. This structure is designed
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Figure 7.2:Islandwell structure to create aΛ system.

to confine the wavefunctions of the ground levels in physically separate layers with a thick bar-

rier layer to minimize the dephasing rate of this non-optical transition. The dipole moments and

transitional wavelengths of each of the two optical transitions are tailored for telecommunication

applications, i.e. utilizing 1.3µm and 1.55µm fields.

To realize this design, a quaternary alloy is required for the shallow well layer in addition to the

two ternaries for the deep well and barrier layers. The antimonide system, consisting of aluminum-

arsenide-antimonide (AlAsSb) and indium-gallium-arsenide (InGaAs), latticed matched to indium

phosphide (InP) has been shown to possess intersubband transitions, within the conduction band,

of the communication wavelengths [99, 112]. It is well known within the fabrication community

that replacing aluminum with gallium will lower the bandgap energy of the alloy. Therefore, the

aluminum-gallium-arsenide-antimonide (AlGaAsSb) quaternary alloy is used for the shallow well

layer.

7.3 Multi-Element Alloys

Although the parameters of most commonly used binary compounds are well known at low temper-

atures, the ultimate goal is to design semiconductors to operate at room temperature. Unfortunately

some of the parameters, e.g. bandgap energy (Eg) and valence band offset (VBO), are temperature
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(T) dependent. They can however be computed using Varshni’s equation [113],

Eg(T) = Eg(0)− αT2

T + β
, (7.1)

whereα andβ are adjustable Varshni parameters. The room temperature parameters are then used

in interpolation schemes to obtain the parameters of ternary alloys. It is found that quite often, linear

interpolation over-estimate the parameter and a bowing factor is added as proposed by Vergard:

TXY = xBX + (1− x)BY − x(1− x)C, (7.2)

wherex is the composition,TXY is the parameter of interest of the alloy,B is the parameter of the

constituent (X or Y ), and C is the bowing factor. The bandgap and other parameters, unless stated

otherwise, are calculated in this manner. The conduction band offset CBO is equal toEg + VBO,

since VBO is negative for a Type I heterojunction.

The electron effective mass, introduced in Chapter 6.2.1, is then obtained using

mo

m∗
e

= (1 + 2F ) +
EP (Eg + 2∆so/3)

Eg(Eg + ∆so)
. (7.3)

Both theEP andF parameters are usually temperature independent, and the temperature variation

of the effective mass arises only through the temperature-dependent bandgap energy. The following

is a summary of the procedure used to obtain the parameters of a ternary alloy:

1. use the Varshni equation (Eq. 7.1) to obtain the bandgap energy of the binary compound at

temperature T,

2. linearly interpolate (Eq. 7.2) theEP andF parameters for the ternary,

3. use the bowing parameter specified for the alloy to deriveEg(T) and∆so(T) from Eq. 7.2,

4. obtain the temperature-dependent electron mass in the alloy using Eq. 7.3.

The parameters of the relevant binary compounds and ternary alloys for the three common

points in the Brillouin zone (Γ, X andL) are compiled in Tables 7.1 and 7.2 respectively with T
′
=

(T - 300)*10−5. The bowing parameter is not used in the calculation if it is not stated. All (ternary)

alloys are lattice matched to InP. CBO and VBO values are taken w.r.t. the indium antimonide (InSb)

valence band maximum. Data in Roman (Italic) are taken (calculated) from tables of recommended
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Semiconductor InP GaAs InAs AlAs AlSb GaSb

Bandgap Direct (Γ) Direct (Γ) Direct (Γ) Indirect (X) Indirect (X) Direct (Γ)

Composition x

Latt. const. a (̊A) 5.8697+2.79T
′

5.65325+3.88T
′

6.0583+2.74T
′

5.6611+2.9T
′

6.1355+2.6T
′

6.0959+4.72T
′

EΓ
g (0K) [eV] 1.4236 1.519 0.417 3.099 2.386 0.812

αΓ [meV/K] 0.363 0.5405 0.274 0.885 0.42 0.417

βΓ [K] 162 204 93 530 140 140

EΓ
g (300K) [eV] 1 .3528857 1 .4224821 0 .3542519 3 .0030361 2 .3000909 0 .7267045

CΓ
Eg

[eV]

EX
g (0K) [eV] 2.384-3.7x10−4T 1.981 1.433 2.24 1.696 1.141

αX [meV/K] - 0.46 0.276 0.7 0.39 0.475

βX [K] - 204 93 530 140 94

EX
g (300K) [eV] 2 .273 1 .8988571 1 .3697939 2 .1640964 1 .6162276 1 .0324975

CX
g [eV]

EL
g (0K) [eV] 2.014 1.815 1.133 2.46 2.329 0.875

αL [meV/K] 0.363 0.605 0.276 0.605 0.58 0.597

βL [K] 162 204 93 204 140 140

EL
g (300K) [eV] 1 .9432857 1 .7069643 1 .0697939 2 .3519643 2 .2103636 0 .7528864

CL
Eg

[eV]

VBO [eV] -0.94 -0.8 -0.59 -1.33 -0.41 -0.03

CΓ
VBO [eV]

CBO [eV]

∆so [eV] 0.108 0.341 0.39 0.28 0.676 0.76

C∆so [eV]

EP [eV] (w/o bow) 20.7 28.8 21.5 21.1 18.7 27

F (w/o bow) -1.31 -1.94 -2.9 -0.48 -0.56 -1.63

m∗
e(Γ)/m0 0 .0751677 0 .0622614 0 .02208 0 .1456351 0 .1352348 0 .0350103

m∗
e/m0 from [114] 0.0795 0.067 0.026 0.15 0.14 0.039

Table 7.1: Band parameters at 300 K for the binary compounds.
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InxGa1−xAs AlAs1−xSbx GaAs1−xSbx AlxGa1−xAs AlxGa1−xSb Semiconductor

Direct (Γ) Indirect (X) Direct (Γ) Bandgap

0.53 0.44 0.49 - - Composition x

5 .8679 5 .8698 5 .8701 Latt. const. a (̊A)

EΓ
g (0K) [eV]

αΓ [meV/K]

βΓ [K]

2 .4966202 0 .7241941 EΓ
g (300K) [eV] (w/ bow)

0.477 0.8 1.43 1.31x-0.127 1.22x-0.044 CΓ
Eg

[eV]

EX
g (0K) [eV]

αX [meV/K]

βX [K]

1 .2697136 1 .8540421 1 .1744609 EX
g (300K) [eV] (w/ bow)

1.4 0.28 1.2 0.055 0 CX
g [eV]

EL
g (0K) [eV]

αL [meV/K]

βL [K]

1 .287061 2 .220668 0 .9395861 EL
g (300K) [eV] (w/ bow)

0.33 0.28 1.2 0 0 CL
Eg

[eV]

−0 .594042 −0 .503856 −0 .157806 VBO [eV] (w/ bow)

-0.38 -1.71 -1.06 CΓ
VBO [eV]

0 .1434574 1 .9927642 0 .5663881 CBO [eV]

0 .329605 0 .41728 0 .39637 ∆so [eV] (w/ bow)

0.15 0.15 0.6 0 0.3 C∆so [eV]

24 .931 20 .044 27 .918 EP [eV] (w/o bow)

−2 .4488 −0 .5152 −1 .7881 F (w/o bow)

0 .0378406 0 .1313229 0 .0318179 m∗
e(Γ)/m0

0 .0378 0 .1317 0 .0319 m∗
e/m0 from [114]

Table 7.2: Band parameters at 300 K for the ternary alloys.
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values in [114]. For comparison, the recommended values of the effective masses in [114] are given

in the last row. Note that the bowing parameter for AlGaAs and AlGaSb are composition dependent,

and AlAs.56Sb.44 at compositions above≈ 0.42 is an indirect gap semiconductor. The parameters

for AlGaAs and AlGaSb are not calculated since they cannot be lattice matched to InP.

The quaternary alloy AlGaAsSb can be designed using two ternary alloys that are latticed

matched to InP: (AlAs56Sb.44)x(GaAs.51Sb.49)1−x. All the parameters for the quaternary can be

calculated using the equivalent of Eq. 7.2 and the bowing parameter can be added if it is known. In

theory, since the two ternaries are lattice-matched to InP, the quaternary will also be lattice-matched.

In order to express the quaternary in a more commonly used notation, the following equality is used:

AlxGa1−xAsySb1−y ≡ (AlAs.56Sb.46)x(GaAs.51Sb.49)1−x, (7.4)

where

y = 0.51 + 0.05x 0 ≤ x ≤ 1. (7.5)

However, a more detailed method as outlined by Adachi [115] is used instead. The quaternary

is constructed from 4 binaries with compositions of the form AxB1−xCyD1−y. The quaternary

parameterQ can be interpolated from the binary parameters (B’s) using

Q(x, y) = xyBAC + x(1− y)BAD + (1− x)yBBC + (1− x)(1− y)BBD, (7.6)

or from the ternaries (T ’s) if they are known:

Q(x, y) = {x(1− x)[yTABC(x) + (1− y)TABD(x)]

+ y(1− y)[xTACD(y) + (1− x)TBCD(y)]}/{x(1− x) + y(1− y)}, (7.7)

where theT ’s can be obtained from Eq. 7.2 or measured experimentally. Note that even though two

of the ternaries used in Eq. 7.7 cannot be lattice matched to InP, the resulting quaternary will be.

The composition relation for lattice-matching AlxGa1−xAsySb1−y to InP is

y =
0.2262 + 0.0396x

0.44265 + 0.03175x
0 ≤ x ≤ 1. (7.8)

In the calculation of the lattice constanta, since there is no bowing Eqs. 7.6 and 7.7 gave the

same results. A brief comparison of all three methods was performed. The first method is the linear
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Figure 7.3: Lattice constant versus composition for the three ternaries that are lattice matched to

InP.

0 0.2 0.4 0.6 0.8 1

5.8692

5.8696

5.8700

5.8704

5.8708

Composition, x

L
at

ti
ce

 c
on

st
an

t

InP

Method 1

Method 2, 3

Figure 7.4: Lattice constant versus composition, calculated from the various methods.

interpolation of the two ternaries (based on well known values) using Eq. 7.2 and the composition

relation defined by Eq. 7.5. The second method uses a 2D linear interpolation of the four binaries

(Eq. 7.6) which does not include any bowing. The third method uses a 2D interpolation of the four

ternaries (Eq. 7.7). This method uses Vergard’s law to compute the parameters of the ternaries with

bowing included, but does not include bowing when calculating the quaternary. Methods 2 and 3
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Figure 7.5: Direct and indirect bandgap energies of the quaternary calculated using Method 3.

use Eq. 7.8 for the composition relation. As an example,x = 0.77 was used,

Method 1: y = 0.5485, a = 5.8702 Å, EΓ
g = 2.0890 eV,

Method 2: y = 0.5495, a = 5.8697 Å, EΓ
g = 2.3236 eV,

Method 3: y = 0.5495, a = 5.8697 Å, EΓ
g = 2.1217 eV,

whereaInP = 5.8697 Å. Method 1 underestimate the bandgap energy and this is due to the fact that

the 2 well known ternaries are not perfectly lattice matched to InP (see Figs. 7.3 and 7.4 and Table

7.2). The quaternary thus calculated cannot be perfectly lattice matched to InP. It should be noted

that the mismatch is small, and within the tolerance of current fabrication techniques. Since Method

2 does not include any bowing, it overestimates the bandgap energy. It is also interesting to note

that the bandgaps calculated with Method 3 have some upward bowing, see Fig. 7.5. This is caused

by the use of Eqs. 7.7 and 7.8 and the composition dependence of the bowing parameter of AlGaAs

and AlGaSb, which resulted in higher powers of the composition parameter in the equation.

7.4 Numerical Results of CPT in a Quantum Well System

7.4.1 TheIsland Well

It must be noted that the response of the system (Fig. 7.2) is the sum of the individual responses due

to all sets ofk states with non-zero occupation probability weighted by the Fermi-Dirac distribution
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function. To simplify the analysis, the single particle response is calculated using the density matrix

equations of motion (Eqs. 6.53 and 6.54) with two applied optical fields, for a particulark state.

Since the linewidth of the CPT feature is dependent on the decoherence rate of the two ground

levels, therefore non-scattering rates in the non-diagonal terms are included explicitly.

The electron-electron scattering (decay) and the LA-phonon scattering are taken to be intrasub-

band, from statek
′

to statek and vice versa. It is assumed that electron-electron scattering does

not result in an intersubband transition because the excited level is well-separated from the ground

levels, and there is no scattering of any sort between the two ground levels as the levels are in physi-

cally different quantum wells. The unperturbed population is assumed evenly distributed in the two

ground levels since the Fermi level is in between the ground levels and the excited level. Therefore,

any energy renormalization in the Hamiltonian due to many body effects affect both ground state

equally, and therefore is unimportant in a Raman transition and will not be included.

The population in the excited state is also assumed small and thus electron-electron scattering

of the excited state is negligible. In general, the (electron-phonon) scattering processes that cause

intersubband transitions dominate over the spontaneous decay. In the present case, the sublevels

are well separated which reduces the probability for intersubband transition but the wells are very

narrow resulting in interface phonon scattering being the dominant dephasing process. It is assumed

that there is no momentum change (ki = kf ) for this type of scattering.

Electron-electron and LA phonon scattering are included only as a dephasing process, and the

k dependence of these dephasing rates are also ignored. The second term of Eq. 6.63 has been

ignored with the assumption of screening due to high electron density. The termΓns
ij is added to the

decoherence rate, which is due to non-scattering processes like transit-time effects.

In the absence of any applied fields and using the rule of population conservation, in steady-state

∂ρaa
∂t |diff= −∂ρaa

∂t |e-e. Similar relation holds for∂ρbb
∂t |diff .

A rotating frame transformation is performed with the rotating wave approximation where

ρba = σbae
−i(ωa−ωb)t, (7.9a)

ρca = σcae
−iωat, (7.9b)

ρcb = σcbe
−iωbt. (7.9c)
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The rule of population conservation(ρk
aa+ ρk

bb + ρk
cc = 1) is used again to eliminateσcc from the

equations of motion, and the reduced equations are written in Appendix D.4. The relaxation rates

are assumed to be real.

7.4.2 Solving the eigenvalue problem in FEMLAB

The structural layout of the quantum well design can be drawn graphically using the FEMLAB

interface or the code can be written direct into the m-file as describe in Appendix F. The eigen-

functions (wavefunctions) and eigenvalues (energies) of each of the sublevels (subbands when the

lateral dimensions of the quantum well are taken into considerations) of the 1D structure are solved

with the time-independent Schrödinger’s equation of the form (used in FEMLAB)

−∇(c∇u) + au = λu, (7.10)

whereu is the eigenfunction,λ is the eigenvalue,a is the energy potential (barrier height), and

c =
~2

2m∗

=
0.0381511
m∗

e/m0
in units of nm. (7.11)

The dipole moments and transition wavelengths can then be computed from the wavefunction

overlap integrals and energy level differences.

7.4.3 Photo-induced dynamics

The equations of motion in Appendix D.4 are used to calculate the absorption of the probe field as

was done previously for the atomic system. For the simulation to be valid under CPT conditions, the

absorption of the probe field is calculated exactly without using perturbation theory. The parameters

in Table 7.3 are used in the simulation.

Fig. 7.6 shows the absorption of the probe field on the|b〉 → |c〉 transition versus pump-probe

detuning for various pump field intensities. The CPT absorption dip is present despite additional

sources of dephasing in a quantum well system, and the resonance feature power-broadens at higher

field intensities.
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Dipole/ non-scattering decay

µca 0.22424e /
√

2 nm

µcb 0.01853e /
√

2 nm

γab,transit 0.1 ps−1

Radiative decay

γab 0.02 ps−1

γba 0.02 ps−1

γac 1 ps−1

γbc 1 ps−1

Electron-electron scattering

γe-e
aa 1E4 ps−1

γe-e
bb 1E4 ps−1

γe-e
cc 1E3 ps−1

Electron-phonon scattering

γ
e-p
aa 1E4 ps−1

γ
e-p
bb 1E4 ps−1

γ
e-p
cc 1E4 ps−1

γ
e-p
ab 2E1 ps−1

γ
e-p
ac 1E5 ps−1

γ
e-p
bc 1E5 ps−1

Table 7.3: Parameters used in the simulation of theIslandwell.
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Figure 7.6: Probe absorption versus pump-probe detuning for various pump field intensities.

7.5 Summary

This chapter concludes the feasibility study of observing CPT in a quantum well system. AnIsland

well was designed to mimic aΛ system as obtained in an atomic system. The antimonide-based

quaternary system was used to create a uni-carrier system that operates at the two telecommuni-
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cation wavelengths. As with predictions and observations of other quantum interference effects in

quantum well systems in the literature, CPT is predicted and can be observed when the experimental

difficulties are resolved.
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8 Conclusion

Coherent population trapping (CPT) can be considered as a subset of a more general effect call

electromagnetically induced transparency (EIT). It is a quantum interference effect with which a

large ground state coherence is created that renders an otherwise opaque medium transparent. The

transparency is within a very narrow window (sub-natural-linewidth) and has been experimentally

observed to be only a few tens of Hz wide [24, 26]. The transparency feature can be employed in

a variety of applications from frequency references to enhancement of other nonlinear processes

(through the combination of the ground state coherence and the reduce or elimination absorption of

the fields).

Sodium is commonly used to study nonlinear and coherence effects. Although many of these

effects are described theoretically using an idealized three-levelΛ system, the energy level structure

of sodium is much more complicated.

In this thesis, CPT was studied in a sodium vapor cell. It is found that in addition to the CPT res-

onances, a variety of other resonances are observed in the Doppler-broadenedD1 line, ranging from

optical pumping effects to wave mixing processes. In particular, coherent Raman scattering directly

affects the process of CPT; induced absorption and gain can be achieved instead of induced trans-

parency. This complication can be turned around and be used as a means of frequency conversion,

even with modulated signals.

The potential for diverse applications will be severely limited without a more practical medium

to operate in. Unfortunately, sodium vapor cells are not suitable to make devices out of for these

applications. Therefore, a feasibility study is undertaken in the quest for such a medium. Quantum
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well systems are ideal in the present case. A new structure is designed, which utilizes the fairly

new antimonide material system, for operation at telecommunication wavelengths. ThisIsland

well is engineered to resemble aΛ system in an atomic system. Numerical simulations predict the

possibility of observing CPT. There are however a few experimental hurdles to overcome before

this effect can be observed in the laboratory.

The widths of the wells in the design are very narrow, a few monolayers thick. Fabricating this

structure can be difficult as it will be pushing the limits of current molecular beam epitaxy (MBE)

technology. Interface phonon scattering might also prove to be too severe as a very intense laser

beam is require to saturate the transitions (due to the broadening of the transition caused by phonon

scattering). Although high-powered lasers are available, the damage threshold of the material has

to be calculated before deployment.

The antimonide material system is relatively new, with only a handful of characterization mea-

surements being performed. Therefore, the samples fabricated might deviate from design much

more than the required tolerances. An alternative is to operate at lower wavelengths (2µm) or use

a more mature material system for example AlGaAs-GaAs-AlInP which operates at even longer

wavelengths. In that case, other scattering processes might dominate over surface phonon scatter-

ing. As long as the transition energies are above the LO phonon energy, the analysis done previously

is still valid with an appropriate change of decay and dephasing rates implemented in the numerical

simulation.

Here is a chronological list of follow-up work:

1. Fine tune the antimonide fabrication technique.

2. Include more dephasing processes and many body effects in the numerical model (less ideal-

ized).

3. Characterize single well systems.

4. Observe CPT in anIslandwell.
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In summary, the objectives of this thesis work are to study CPT in a “real” (atomic) system and

investigate the possibility of observing CPT in a semiconductor system (the “artificial” atom). These

objectives have been achieved. This work has also laid the foundation for an exciting followup work

of fabricating the quantum well structure, and implementing the diverse applications based on CPT.
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A General Density Matrix Equations of Motion

The response of the probe field is calculated from the general form of the density matrix equations

of motion:

˜̇ρnn = − i

~
∑

ν

(Ṽnν ρ̃νn − ρ̃nν Ṽνn) +
∑

l>n

γnlρ̃ll −
∑

l<n

γlnρ̃nn, (A.1)

˜̇ρnm = − i

~
∑

ν

(H0,nν ρ̃νm − ρ̃nνH0,νm)− i

~
∑

ν

(Ṽnν ρ̃νm − ρ̃nν Ṽνm)

−Γnmρ̃nm, (A.2)

where the dephasing rate is defined as

Γnm =
1
2
(
∑

l<n

γln +
∑

l<m

γlm) + Γcoll
nm, (A.3)

andΓcoll
nm is the dephasing rate due to elastic collision. TheH0’s are the diagonal elements of the

unperturbed Hamiltonian, theV ’s are the off-diagonal elements of the interaction Hamiltonian,

and theγnl’s are the phenomenologically-introduced decay rates from level|l〉 to level |n〉. ρnn

represents the population amplitude of level|n〉 andρnm represents the coherence between levels

|n〉 and|m〉.

A rotating frame transformation is performed for the off-diagonal density matrix elements by

separating the rapidly oscillating terms of the density matrix elements and applied fields:

ρnm = σnme−iωjt, (A.4)

E = E0e
−iωjt, (A.5)
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whereωj is the frequency of the applied field on the|m〉 → |n〉 transition. The rotating wave

approximation is then applied by keeping only the slowly varying terms (dropping all terms that

oscillate at2ωj). These transformation and approximation are used to isolate the solution to the

frequency of interest (usually much lower than the optical frequency). The rule of population con-

servation
∑

σnn = 1, (A.6)

is applied to eliminate one of the excited levels from the equations. The equations for various

systems are written out explicitly in Appendix D. They can however be written more compactly in

matrix form:

Ṙ + S = BR, (A.7)

whereR is a column vector of the density matrix elements,Ṙ is the first order time derivative ofR,

B is the matrix that consists of the Hamiltonian and relaxation terms, and the vectorS is the driving

term of the differential equation. The driving term results from the incorporation of the conservation

of probability.R can then be solved to all orders of the field strength or perturbatively. If there is a

bichromatic field on any of the transitions, a Floquet expansion is required to solve the equations.
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B Floquet Expansion

When two fields of dissimilar frequencies are applied to a single optical transition, the equations of

motion can be solved with a Floquet harmonic (Fourier) expansion. The bichromatic field is defined

as

Ẽ = Epe
−iωpt + Ese

−iωst + c.c., (B.1)

and the Rabi frequency can be defined as

Ω̃ =
(
Ωp + Ωse

−iζt
)

e−iωpt, (B.2)

whereΩp (Ωs) is the Rabi frequency of the pump (probe) fieldEp (Es), andζ is the pump-probe

detuning(ζ = ωs− ωp). The vectorS and matrixB in Eq. A.7 are each partitioned into terms with

different time dependence

S = Ω∗sS−1e
iζt + S0 + ΩsS1e

−iζt, (B.3)

B = Ω∗sB−1e
iζt + B0 + ΩsB1e

−iζt. (B.4)

Substituting these definitions into Eq. A.7, the matrix form of the equations of motion becomes

Ṙ + Ω∗sS−1e
iζt + S0 + ΩsS1e

−iζt = (Ω∗sB−1e
iζt + B0 + ΩsB1e

−iζt)R. (B.5)

A simple application of Floquet’s theorem shows that the steady-state (Ṙ = 0) solutionR to

Eq. B.5 will have only terms at the harmonics of the detuningζ. The perturbative (in field strength)
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approach is performed by assuming thatEs is weak enough so that the Floquet harmonic expansion

can be truncated at the third order:

R = R0 + Ω∗sR−1e
iζt + ΩsR1e

−iζt

+ (Ω∗s)
2R−2e

2iζt + |Ωs|2 H0 + (Ωs)2R2e
−2iζt

+ (Ω∗s)
3R−3e

3iζt + Ω∗s |Ωs|2 H−1e
iζt + Ωs |Ωs|2 H1e

−iζt + (Ωs)3R3e
−3iζt. (B.6)

The coefficients are obtained by substituting Eq. B.6 into Eq. B.5 and equating the coefficients

of the different harmonics ofζ and corresponding powers ofΩs. The resulting equations are:

• Zeroth Floquet order terms:

With Ω0
s, settingṘ0 = 0:

S0 = B0R0,

R0 = B−1
0 S0. (B.7)

• First Floquet order terms:

With Ωs:

−iζR1 + S1 = B0R1 + B1R0,

R1 = (B0 + iζ)−1(S1 −B1R0), (B.8)

and withΩ∗s:

iζR−1 + S−1 = B0R−1 + B−1R0,

R−1 = (B0 − iζ)−1(S−1 −B−1R0). (B.9)

• Second Floquet order terms:

With (Ωs)2:

−2iζR2 = B0R2 + B1R1,

R2 = −(B0 + 2iζ)−1B1R1, (B.10)
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with (Ω∗s)2:

2iζR−2 = B0R−2 + B−1R−1,

R−2 = −(B0 − 2iζ)−1B−1R−1, (B.11)

and with|Ωs|2:

0 = B0H0 + B1R−1 + B−1R1,

H0 = −B−1
0 (B1R−1 + B−1R1). (B.12)

• Third Floquet order terms:

With (Ωs)3:

−3iζR3 = B0R3 + B1R2,

R3 = −(B0 + 3iζ)−1B1R2, (B.13)

with (Ω∗s)3:

3iζR−3 = B0R−3 + B−1R−2,

R−3 = −(B0 − 3iζ)−1B−1R−2, (B.14)

with Ωs |Ωs|2:

−iζH1 = B0H1 + B1H0 + B−1R2,

H1 = −(B0 + iζ)−1(B1H0 + B−1R2), (B.15)

and withΩ∗s |Ωs|2:

iζH−1 = B0H−1 + B−1H0 + B1R−2,

H−1 = −(B0 − iζ)−1(B1R−2 + B−1H0). (B.16)

The density matrix elementσ(1) corresponding to the linear susceptibility of the probe field can

be obtained from theR1 vector, while the nonlinear susceptibility (for self-phase modulation) which
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is proportional toσ(3) is obtained from theH1 vector. The full1 susceptibility of the pump field and

the population in the levels,σ(0)’s, can be obtained from theR0 vector. Using

P̃ (t) = ε0[χ(1)Ẽ(t) + χ(2)Ẽ2(t) + χ(3)Ẽ3(t)], (B.17)

the susceptibilities for the probe field in MKS units are:

χ(1)(MKS) =
N

ε0
σ(1) |µ|2 2/~, (B.18)

χ(3)(MKS) =
N

3ε0
σ(3) |µ|4 (2/~)3, (B.19)

whereµ is the dipole moment, andN is the number density. Similarly, the full susceptibility of the

pump field is

χp(MKS) =
N

ε0
σ(0) |µ|2 2/(~Ωp). (B.20)

These susceptibilities can be converted to gaussian units using

χ(1)(CGS) =
1
4π

χ(1)(MKS), (B.21)

χ(3)(CGS) =
1

1.4× 10−8
χ(3)(MKS). (B.22)

1To all orders of field strength.
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C Continued Fraction

The equations of motion can also be solved to all orders of the field strength for all their harmonic

terms as is done in [116]. However, when the driving term (S) of the differential equation (Eq. A.7)

has harmonic content, a slight modification is required. Each term in the equations of motion is

expanded accordingly as is done in Appendix B:

S = S−1e
iζt + S0 + S1e

−iζt, (C.1)

B = B−1e
iζt + B0 + B1e

−iζt, (C.2)

R = ... + R−3e
i3ζt + R−2e

i2ζt + R−1e
iζt + R0 + R1e

−iζt + R2e
−i2ζt + R3e

−i3ζt + ... . (C.3)

In the steady state, we can then write the recurrence relation for the harmonic terms ofR as

B1Rq−1 + AqRq + B−1Rq+1 = Sq, (C.4)

whereq is the index of the harmonic order, andAq = B0 + (iqζ).

Multiplying both sides byA−1
q , Eq. C.4 becomes

CqRq−1 + Rq + GqRq+1 = Sq, (C.5)

where

Cq = A−1
q B1, (C.6)

Gq = A−1
q B−1, (C.7)

bq = A−1
q Sq, (C.8)
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andbq is non-zero only forq = 0,±1.

Solving the continued fraction of Eq. C.5, the expansion is truncated to a large index Q such that

RQ = 0 for q > Q. RQ, RQ−1 and so on are then iteratively eliminated usingRQ = −CQRQ−1

until the relation forq = 2:

R2 = −(I −G2[I −G3{...GQ−1(I −GQ−1CQ)−1CQ−1...}−1C4]−1C3)−1C2R1, (C.9)

whereI is the identity matrix. Everything to the left ofR1 in the above equation is now defined as

N+ so that

R2 = N+R1. (C.10)

Sinceb1 is non-zero, the relation betweenR1 andR0 has an additional term(b1),

R1 = (I + G1N
+)−1b1 − (I + G1N

+)−1C1R0, (C.11)

R1 = −Y +b1 + M+R0, (C.12)

whereY + is related toM+ by M+ = Y +C1. In the absence ofb1, only the second term in Eq. C.12

remains (as obtain by the iterative method toq = 1). Repeating the procedure forq = −Q, the

relationship betweenR−1 andR0 is

R−1 = −Y −b−1 + M−R0, (C.13)

where

Y − = −(I − C−1[I − C−2{...C−Q+2(I − C−Q+1

G−Q)−1G−Q+1...}−1G−3]−1G−2)−1, (C.14)

andM− = Y −G−1. For theq = 0 term,R−1 andR1 are substituted into Eq. C.5 to obtain

R0 = (I + C0M
− + G0M

+)−1C0Y
−b−1

+(I + C0M
− + G0M

+)−1G0Y
+b1

+(I + C0M
− + G0M

+)−1b0. (C.15)

OnceR0 is obtained,R1 andR−1 are calculated using Eq. C.12 and C.13 respectively.R2

can then be calculated using Eq. C.10, andR−2 from the equivalent of Eq. C.10 for the negative

harmonic. Positive higher order harmonics are subsequently calculated usingRQ = −CQRQ−1,

and the negative harmonics fromR−Q = −G−QR−Q+1.
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D Explicit Form of the Density Matrix

Equations of Motion

D.1 Dark State - Electromagnetically Induced Transparency

The density matrix equations of motion for the dark state - electromagnetically induced transparency

system shown in Fig. 4.15 after performing a rotating frame, and using the rotating wave approxi-

mation and the rule of population conservation are:

σ̇aa = −(γac− γab)σbb− (γac + γba)σaa+
i

2
Ω∗t σca− i

2
Ωtσac + γac, (D.1)

σ̇bb = −(γbc + γab)σbb− (γbc− γba)σaa+
i

2
Ω∗2σcb− i

2
Ω2σbc + γbc, (D.2)

σ̇cb = i(∆2 + iΓcb)σcb +
i

2
Ω2σaa+ iΩ2σbb +

i

2
Ωtσab− i

2
Ω2, (D.3)

σ̇ca = i(∆t + iΓca)σca + iΩtσaa+
i

2
Ωtσbb +

i

2
Ω2σba− i

2
Ωt, (D.4)

σ̇ba = i(∆t −∆2 + iΓba)σba− i

2
Ωtσbc +

i

2
Ω∗2σca, (D.5)

σ̇bc = −i(∆2 − iΓbc)σbc− i

2
Ω∗2σaa− iΩ∗2σbb− i

2
Ω∗t σba +

i

2
Ω∗2, (D.6)

σ̇ac = −i(∆t − iΓac)σac− iΩ∗t σaa− i

2
Ω∗t σbb− i

2
Ω∗2σab +

i

2
Ω∗t , (D.7)

σ̇ab = −i(∆t −∆2 − iΓab)σab +
i

2
Ω∗t σcb− i

2
Ω2σac, (D.8)

where the detuning∆ and dephasing rateΓ are as defined in Section 4.4.4.
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D.2 Thirteen Resonances of the SodiumD1 Line /

Modulation Transfer using CPT

The density matrix equations of motion for the four-level double-Λ system as shown in Fig. 5.11

are explicitly written as:

·
ρ̃dd = − i

~
(Ṽdaρ̃ad− ρ̃daṼad + Ṽdbρ̃bd− ρ̃dbṼbd)

−(γad + γbd + γcd)ρ̃dd + γdcρ̃cc, (D.9)
·
ρ̃cc = − i

~
(Ṽcaρ̃ac− ρ̃caṼac + Ṽcbρ̃bc− ρ̃cbṼbc)

+γcdρ̃dd− (γac + γbc + γdc)ρ̃cc, (D.10)
·
ρ̃bb = − i

~
(Ṽbdρ̃db− ρ̃bdṼdb + Ṽbcρ̃cb− ρ̃bcṼcb)

+γbdρ̃dd + γbcρ̃cc− γabρ̃bb + γbaρ̃aa, (D.11)
·
ρ̃aa = − i

~
(Ṽadρ̃da− ρ̃adṼda + Ṽacρ̃ca− ρ̃acṼca)

+γadρ̃dd + γacρ̃cc + γabρ̃bb− γbaρ̃aa, (D.12)

·
ρ̃da = − i

~
(H0,ddρ̃da− ρ̃daH0,aa)− i

~
(−ρ̃ddṼda− ρ̃dcṼca + Ṽdbρ̃ba + Ṽdaρ̃aa)

−1
2
(γad + γbd + γcd + γba)ρ̃da, (D.13)

·
ρ̃db = − i

~
(H0,ddρ̃db− ρ̃dbH0,bb)− i

~
(−ρ̃ddṼdb− ρ̃dcṼcb + Ṽdaρ̃ab + Ṽdbρ̃bb)

−1
2
(γad + γbd + γcd + γab)ρ̃db, (D.14)

·
ρ̃ca = − i

~
(H0,ccρ̃ca− ρ̃caH0,aa)− i

~
(−ρ̃cdṼda− ρ̃ccṼca + Ṽcaρ̃aa+ Ṽcbρ̃ba)

−1
2
(γac + γbc + γdc + γba)ρ̃ca, (D.15)

·
ρ̃cb = − i

~
(H0,ccρ̃cb− ρ̃cbH0,bb)− i

~
(−ρ̃cdṼdb− ρ̃ccṼcb + Ṽcaρ̃ab + Ṽcbρ̃bb)

−1
2
(γac + γbc + γdc + γab)ρ̃cb, (D.16)

·
ρ̃dc = − i

~
(H0,ddρ̃dc− ρ̃dcH0,cc)− i

~
(Ṽdaρ̃ac− ρ̃caṼac + Ṽdbρ̃bc− ρ̃dbṼbc)

−1
2
(γad + γbd + γcd + γac + γbc + γdc)ρ̃dc, (D.17)

·
ρ̃ab = − i

~
(H0,aaρ̃ab− ρ̃abH0,bb)− i

~
(Ṽadρ̃db− ρ̃adṼdb + Ṽacρ̃cb− ρ̃acṼcb)

−1
2
(γba + γab)ρ̃ab, (D.18)



D.3. INFLUENCE OF COHERENT RAMAN SCATTERING ON CPT 143

and
·
ρ̃ij =

·
ρ̃
∗
ji. H0,ij = ~ωij , andṼij is as defined in Eqs. 5.4.

These equations are also used for the transfer of modulation via CPT experiment in Section

5.5, with the energy level diagram as shown in Fig. 5.23, and the interaction Hamiltonian given by

Eqs. 5.9. Note the change of fields that couple to the optical transitions.

D.3 Influence of Coherent Raman Scattering on CPT

The density matrix equations of motion for the six-waveΛ system (Fig. 5.19) used to study the effect

of coherent Raman scattering on CPT, after performing only the rotating frame transformation and

using the rotation wave approximation, are

σ̇aa =
i

2
(Ω∗1 + Ω∗3e

−iζt)σca− i

2
(Ω1 + Ω3e

iζt)σac− γbaσaa+ γabσbb + γacσcc, (D.19)

σ̇bb =
i

2
(Ω∗2 + Ω∗4e

iζt)σcb− i

2
(Ω2 + Ω4e

−iζt)σbc + γbaσaa− γabσbb + γbcσcc, (D.20)

σ̇cc = − i

2
(Ω∗1 + Ω∗3e

−iζt)σca +
i

2
(Ω1 + Ω3e

iζt)σac− i

2
(Ω∗2 + Ω∗4e

iζt)σcb

+
i

2
(Ω2 + Ω4e

−iζt)σbc− (γac + γbc)σcc, (D.21)

σ̇ba = i(∆ba + iΓba)σba +
i

2
(Ω∗2 + Ω∗4e

iζt)σca− i

2
(Ω1 + Ω3e

iζt)σbc, (D.22)

σ̇ca = i(∆ca + iΓca)σca +
i

2
(Ω1 + Ω3e

iζt)σaa

− i

2
(Ω1 + Ω3e

iζt)σcc +
i

2
(Ω2 + Ω4e

−iζt)σba, (D.23)

σ̇cb = i(∆cb + iΓcb)σcb +
i

2
(Ω2 + Ω4e

−iζt)σbb

− i

2
(Ω2 + Ω4e

−iζt)σcc +
i

2
(Ω1 + Ω3e

iζt)σab, (D.24)

σ̇ab = −i(∆ab− iΓab)σab− i

2
(Ω2 + Ω4e

−iζt)σac +
i

2
(Ω∗1 + Ω∗3e

−iζt)σcb, (D.25)

σ̇ac = −i(∆ac− iΓac)σac− i

2
(Ω∗1 + Ω∗3e

−iζt)σaa

+
i

2
(Ω∗1 + Ω∗3e

−iζt)σcc− i

2
(Ω∗2 + Ω∗4e

iζt)σab, (D.26)

σ̇bc = −i(∆bc + iΓbc)σbc− i

2
(Ω∗2 + Ω∗4e

iζt)σbb

+
i

2
(Ω∗2 + Ω∗4e

iζt)σcc− i

2
(Ω∗1 + Ω∗3e

−iζt)σba. (D.27)
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D.4 CPT in a Quantum Well System

The density matrix equations of motion for aΛ system in a quantum well system with the rotating

frame and the rotating wave approximation are:

·
σaa =

i

2
Ω∗aσca− i

2
Ωaσac− γbaσaa+ γabσbb + γe-p

ac σcc, (D.28)

·
σbb =

i

2
Ω∗bσcb− i

2
Ωbσbc + γbaσaa− γabσbb + γ

e-p
bc σcc, (D.29)

·
σcc =

i

2
Ωaσac− i

2
Ω∗aσca +

i

2
Ωbσbc− i

2
Ω∗bσcb−

(
γe-p

ac + γ
e-p
bc

)
σcc, (D.30)

·
σba = i

(
∆ba + iΓns

ba + iΓe-e
ba + iΓe-p

ba

)
σba− i

2
Ωaσbc +

i

2
Ω∗bσca, (D.31)

·
σca = i (∆ca + iΓns

ca + iΓe-e
ca + iΓe-p

ca ) σca− i

2
Ωaσcc +

i

2
Ωaσaa+

i

2
Ωbσba, (D.32)

·
σcb = i

(
∆cb + iΓns

cb + iΓe-e
cb + iΓe-p

cb

)
σcb− i

2
Ωbσcc +

i

2
Ωaσab +

i

2
Ωbσbb, (D.33)

where

Γe-e
ba =

1
2

(
γ in

aa+ γout
aa + γ in

bb + γout
bb

)
, (D.34a)

Γe-e
ca =

1
2

(
γ in

aa+ γout
aa

)
, (D.34b)

Γe-e
cb =

1
2

(
γ in

bb + γout
bb

)
, (D.34c)

Γe-p
ba =

1
2

(
∂ρaa

∂t
|diff +

∂ρbb

∂t
|diff

)
, (D.34d)

Γe-p
ca =

1
2

(
γe-p

ac +
∂ρaa

∂t
|diff

)
, (D.34e)

Γe-p
cb =

1
2

(
γ

e-p
bc +

∂ρbb

∂t
|diff

)
, (D.34f)

Γns
ba =

1
2

(γba + γab) , (D.34g)

Γns
ca = 0, (D.34h)

Γns
cb = 0, (D.34i)

∆ba = ∆ca−∆cb, (D.35a)

∆ca = ωa− ωca, (D.35b)

∆cb = ωb − ωcb, (D.35c)

and
·
σij =

·
σ
∗
ji.
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E Matlab Code for the Numerical Simulations

(a) Input window

(d) Progress window

(b) Results window

(c) Plot window

Figure E.1: Screenshot of the LP version of the Matlab code.
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The density matrix equations of motion are solved numerically using Matlab version 6.1. Since

the code is relatively long (as long as this thesis without the code), a flow chart is used to aid the

readers in writing their own program. Each module is in its own m-file. The graphical user interface

(GUI) module is a script while the rest of the m-files are functions1. The program accepts input

parameters in laboratory units as obtained from the experiments, e.g. intensity in mW/cm2, instead

of theoretical units like the Rabi frequency.

There are two main versions of the code: the multi-system (MS) version for the DS-EIT pre-

dictions (Section 4.4.4) and the 13 resonances experiment (Section 5.3), and the propagation (LP)

version using aΛ system for the CRS-CPT experiment (Section 5.4). The numerical simulation

for the modulation transfer experiment is performed with a variation of the LP version: a double-Λ

system with modulation sidebands as the Floquet terms. The simulation for theIslandwell structure

is performed with a variation of the MS version that has options for additional dephasing processes.

The flow chart describes the LP version. The MS version does not have the propagation module but

includes system selection which will be described at the end of this appendix.

Fig. E.1 shows the various Matlab windows of the LP version: (a)Input window, (b)Results

window, (c) Plot window, and (d)Progresswindow. TheInput window is used to enter input

parameters for the program. TheResultsandPlot windows display non-graphical and graphical

results of the simulation respectively. TheProgresswindow shows the computation status.

Fig. E.2 shows the flow chart describing the operations of the Matlab code used for the numerical

simulations. Each module is described below:

Start The program is started by running theGUI m-file.

GUI TheGUI module initializes the input boxes in theInputwindow for entering the input param-

eters. Thesystem selectionportion is only available in the MS version (see Fig. E.3). The

input parameters are assigned to the variables and passed on to theInitial Valuesmodule.

Initial Values This module converts the input parameters in laboratory units to theoretical units

used in the density matrix equations of motion.

Update Results This module updates theResultswindow.

1Consult the Matlab help files for the difference between a script and a function.
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Start

GUI

Initial Values

Update Results

Initial Values

Propagation

Program

Inversion

Completed?

Completed?

Plot Figures

Update Results

Yes

No

Yes

No

SimCal

Figure E.2: Flow chart of the Matlab code for the CRS-CPT experiment.

Propagation This module consists of two m-files. The main propagation file feeds the updated

electric field strength (Rabi frequency) to the ordinary differential equation (ODE) m-file.

This is required as there are two atomic polarization (contributions from the pump and probe

fields) that contribute at the particular pump frequency. The ODE m-file calls theProgram
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module then compute the propagation for each propagation step using the ODE45 function

with the updated parameters.

Program This module houses the vectors and matrices of the density matrix equations of motion

and the Doppler broadening computation routine.

Inversion This module performs the matrix inversion to compute the single atom response.

Plot Figures This module plots the desired figures.

The Doppler broadening routine shifts the field detunings by the appropriate amount and ap-

plies the corresponding weighting to the atomic response calculated with those detuning values.

The Doppler broadened response of each propagation step is used in the reduced wave equation to

compute the propagation at that unit propagation step. This is necessary because the field strengths

at each propagation step changes with the atomic polarizations, which in turn depend on the field

strengths at that point.

Fig. E.3 shows the screenshot of the MS version. Three different copies of theInput window is

shown illustrating the various input options available. Thesystem selectionsubroutine (in theGUI

andInitial Valuesm-files) of the MS version comprises of a pair (pump and probe) of fields at each

transition in a double-Λ system as shown earlier in Fig. 5.11. Each component of these eight fields

and the decay terms between the four levels can be switch on or off by selecting the type of system

required. The types of system available are: two-level, three-level V, three-levelΛ, and double-Λ.

The appropriate vectors and matrices are used for the equations of motion. When a three-level or

two-level system is selected, matrix reduction is performed to scale the 15 by 15 matrices to 8 by 8

matrices or 3 by 3 matrices respectively, to reduce computation time.
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Figure E.3: Screenshot of the MS version of the Matlab code.
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F FEMLAB Code for the Quantum Well

Simulation

The FEMLAB code is used to calculate the dipole moments and transition wavelengths of the quan-

tum well structures. This code is executed independently and before solving the equations of motion

with the Matlab code described in the previous appendix.

The structure, mesh and equations are defined in an m-file (structure.m wherestructureis the

name of the quantum well design studied) that FEMLAB (version 2.3) uses to compute the eigen-

values and eigenfunctions. This eigenvalue problem is described in Section 7.4.2. A different m-file

is written for each structure (single well, island well, etc.) studied. FEMLAB can be invoked to run

this structure m-file from a Matlab m-file.

Figure F.1 shows the flow chart describing the operations of the Matlab and FEMLAB code

used for the numerical simulations of the CPT in quantum well study. The modules are described

below:

Start The program is started by running the runfem.m Matlab file with at least the desired structure

defined. Other input parameters can also be entered simultaneously or through the subsequent

dialogue.

Variables from Excel file Various parameters such as the effective mass and bandgap energies are

computed for the ternary and quaternary alloys (well and barrier regions) w.r.t. the composi-

tion in a Microsoftr Office Excel 2003 file1. These parameters are retrieved for the desired

composition.

1The table of parameters can also be stored in or computed from an m-file
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Run FEMLAB Initial execution run of FEMLAB to obtain the number of eigenvalues (confined

subband energy levels). The variables are passed from runfem.m tostructure.m for the com-

putation, and the solutions are passed back.

Calculate m(En) The energy-effective mass is calculated for each subband based on Eqs. 6.8.

m(En) converge? The new energy dependent effective mass for subbandn for both the well and

barrier regions are tested for convergence. The tolerance is set at1010 and the FEMLAB code

is executed again until the tolerance is met or 30 runs whichever comes first.

All m(E n) converge? The energy dependent effective mass of the next subband is computed until

all confined subbands are processed.

Plots The “dipole moment” or coupling strengths, and transition wavelengths between various sub-

bands are then calculated and plotted.
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Figure F.1: Flow chart of the FEMLAB code for the CPT in quantum well simulation.
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G Physical Constants

Bohr radius a0 = 5.2918× 10−11 m

Speed of light in free space c = 2.9979× 108 m/ s

Permittivity of free space ε0 = 8.8542× 10−12 F/ m

Electron charge e = 1.6021× 10−19 C

= 1 eV

Reduced Planck’s constant ~ = 1.055× 10−34 J-s

Boltzmann’s constant kB = 1.381× 10−23 J/ K

Electron rest mass m0 = 9.109× 10−31 kg

Bohr magneton µB = 1.165× 10−29 weber m

Pi π = 3.1416

Atomic mass unit u =1.6605× 10−27 kg

Characteristic impedance of free spaceZ0 = 377 Ω

Table G.1: Table of physical constants.

Transition wavelength λ = 589.5953 nm

Radiative lifetime T1 = 15.9 ns

Radiative decay rate γ/2π = 10 MHz

Position matrix element r21 = 〈3p|x|3s〉 = 2.51a0 m

Atomic mass m = 22.9898 u

Melting point TM = 97.8 ◦C

Boiling point TB = 883 ◦C

Table G.2: Table of constants for theD1 line of atomic sodium.
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0Cartoon courtesy of http://nearingzero.net/


