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Abstract

Rapid single flux quantum (RSFQ), the most widely adopted type of superconductive
digital logic, is a beyond-CMOS technology particularly appropriate for large scale,
efficient, stationary computing such as supercomputers and data centers. The fabri-
cation capabilities of modern superconductive foundries currently approach a million
logic gates per IC; the complexity of practical systems, however, does not currently
exceed several thousand gates. This “design gap” exists due to the lack of efficient
computer aided design tools; in particular, methodologies aware of the issues inherent
to very large scale integrated (VLSI) superconductive circuits.

In this dissertation, issues and solutions to enable VLSI RSFQ circuits and sys-
tems are presented. Topics such as memory, synchronization, bias networks, and
testability are described, and models, circuits, algorithms, and design methodologies
are proposed.

A simplified compact model of a superconductor-ferromagnetic transistor (SFT)

is developed, to enable simulation and analysis of SF'T-based memory circuits. A



Xvil

sense amplifier topology is also presented to read memory cells composed of magnetic
tunnel junctions and nanocryotrons, providing a flexible and area efficient solution
for reading spin-based memory. A globally asynchronous, locally synchronous clock-
ing scheme and a network-on-chip topology are described, where the ambiguity of
clock and data in RSFQ technology is exploited. Moreover, asynchronous dynamic
SFQ (DSFQ) majority gates are also proposed. The use of asynchronous logic gates
simplifies the clock network, while majority gates reduce the logic depth, enhancing
performance. Synthesis optimization techniques to increase the performance of DSFQ
circuits are presented. A methodology for the distributed placement of bias structures
in large scale energy efficient RSFQ circuits is proposed, enabling precise control of
the parasitic inductances within a bias network while also reducing area and power.
A methodology for partitioning RSFQ circuits during the placement process is also
described to enable current recycling and reduce the total current, complexity, and
inductive noise coupling in the bias network. Sources of parasitic inductive coupling
in superconductive circuits are characterized and mitigation solutions are proposed.
Test point insertion and set/scan chain techniques compatible with RSFQ logic are
proposed, and circuit techniques to reduce the area required by these test structures

are described.
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Chapter 1

Introduction

A computer is a complex system of interlinked devices. The history of computing,
starting with the ancient mechanical calculators, is a history of improving both the
organization of these systems and the underlying device technology. From the earliest
mechanical calculators, to sophisticated mechanical systems developed during the
early 20" century, to electromechanical computers of the 1940’s, to vacuum tube
electronics of the 1950’s, to transistors of the 1960’s, to integrated circuits of the
1970’s, culminating in very large scale integration (VLSI) over the past several decades
— the computing industry has experienced over the last century multiple dramatic
leaps in computing power. All of these leaps occured when the switching devices at
the core of the computing system evolved, followed by a long and incremental process
of component and system-level enhancements. The primary incentives for enhancing

modern computing systems are to further improve performance and power efficiency.



Many different materials, devices, and technologies to build a computer exist.
This book is focused on one group of technologies — superconductive electronics. This
technology has the potential to vastly improve the performance and efficiency of next
generation computing systems. Superconductivity is a unique phenomenon that exists
in specific materials at low temperatures, first discovered in 1911 by Heike Kamerlingh
Onnes [1]. The electrical resistance in a superconductive material disappears below
a specific temperature. Semiconductor materials, in which the resistance drastically
changes due to a variety of factors, have been known since the 19™ century [2].
Theoretical explanations for both of these unusual materials were first proposed in
the 1930’s with the advancement of quantum theory.

Both semiconductor and superconductor electronics have evolved in parallel. The
first semiconductor switching device — the transistor — was invented in 1947 by J.
Bardeen, W. Brattain, and W. Shockley [3], although proposed earlier by J. E.
Lilienfeld in 1925 [4]. The first superconductive switching device — the cryotron —
was developed around 1954 by D. A. Buck [5], starting the field of superconductive
electronics (SCE). At that time, computers primarily utilized vacuum tube elements.
These early electronic computing machines were created for military applications,
were expensive, and occupied significant area. Both of these new switching tech-
nologies, semiconductor-based and superconductor-based, could enable smaller and

cheaper computers, as shown in Figure 1.1. Although the first cryotrons, such as the
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Figure 1.1: New York Times newspaper article from February 6, 1957 [7] foreshad-
owing cubic foot sized computers. Ubiquitous at the time, the vacuum tube (top) is
shown next to an early transistor (left), and cryotron (right).

device depicted in Figure 1.1, were composed of individual wires, the simple struc-
ture of the device enabled thin film fabrication [6] and further miniaturization. The
possibility of more compact and robust computers intrigued the nascent computing
industry.

Integrated circuits (IC) promised to further shrink the size of switching devices.
Jack Kilby in 1958 was the first to develop a semiconductor IC, where multiple transis-

tors were integrated on a piece of germanium [8]. Around the same time, 1957 to 1962,



the first superconductive ICs integrating multiple cryotrons and the first cryotron-
based, relatively compact memory arrays were produced [9]. Cryotrons were based
on a simple structure — two different metals separated by an insulator — as opposed to
transistors, which required more precise control of the interaction between the dopant
and semiconducting material. The superconductive nature of the devices meant that
the current, representing a specific state, could circulate indefinitely without dissipa-
tion — an important advantage over transistor-based memory, which requires special
latching circuits or regeneration (refresh) procedures [6]. Despite these major advan-
tages of superconductivity, by the end of the 1960’s, early semiconductor fabrication
issues were resolved, and investments primarily concentrated on semiconductor elec-
tronics [9].

With the advancement of transistor-based electronics and integrated circuits, com-
puting machines became more widespread and suitable for a broader variety of tasks;
in particular, science and business. The number of these large (mainframe) ma-
chines, however, remained limited, and an organization often only owned a single
system. Companies and universities gradually began to use these systems in a time
sharing fashion, where the computing time was divided among multiple users. With
the increasing number of users, operating systems were designed to automate the

time sharing process [10]. Specialized terminals were used to input commands and



programs, as well as remotely analyze the results of computations. While early termi-
nals were essentially an input device (a teletype), more advanced terminal computers
contained display and additional circuits for specialized processing [11].

With further increases in the complexity of semiconductor ICs, relatively small
microcomputers (personal computers) became feasible for some of the less complex
computing tasks. These machines were significantly less expensive and could be
installed at a workplace or even at home. For more complex tasks, these machines
were used as terminals to connect over a network to a mainframe or server computers
within an organization. Another application of these smaller computing systems was
embedded and on-board computers. These machines were initially primarily used for
military and space applications, but later adapted to a wider variety of tasks.

These applications were enabled by the shrinking size and reduced power con-
sumption and cost of semiconductor-based ICs. The scaling of semiconductor ICs
began [12] and is continuing to this day. Cryotron electronics, requiring a cryogenic
environment to operate, were not competitive for these applications, and development
stalled.

A major event for superconductive electronics occurred in 1962 when Brian Joseph-
son discovered what became known as the Josephson effect, used in a novel device —
the Josephson junction (JJ) [13]. This device combined a simple structure (an insu-

lator between two layers of metal) with sub-nanosecond switching times [14]. During
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Figure 1.2: Photograph of the ETL-JC1 computer [20]. Several superconductive 1Cs
form a multi-chip module.

the 1960’s and 1970’s, this switching speed was rarely achieved by contemporary
bipolar, NMOS, and PMOS semiconductor digital circuits [15]. Although certain
semiconductor-based switching elements, such as tunnel diodes [16], have demon-
strated comparable switching speeds [17], the development of diode logic was stalled
by the advances of CMOS integrated circuits. A significant research effort was con-
centrated at IBM during this time, and later in other companies, to develop high
performance JJ-based systems [18]. This effort culminated in the late 1980’s with
the development of ETL-JC1 in Japan, shown in Figure 1.2 — a multi-chip four bit
JJ-based computer [19].

During the 1980’s to 1990’s, the continuing advancement of complementary metal

oxide semiconductor (CMOS) electronics, fueled by interest from the rapidly growing



computing industry, enabled mobile (portable) computers. The rapid growth of this
application area, and therefore increasing investment, did not help the development
of superconductive electronics. Despite the comparable size of the basic devices,
superconductive circuits required bulky and costly cryogenic equipment to operate,
restricting this technology to large stationary systems. Simultaneously, semiconductor
transistors, first bipolar, followed by NMOS and then CMOS, achieved switching
speeds comparable to the early superconductive circuits. Superconductive electronics
lost attractiveness due to the limitations of the primary application area, stationary
computing. The development of superconductive electronics as a technology once
again slowed.

In 1986, J. G. Bednorz and K. A. Miiller discovered superconductivity at a temper-
ature much higher than previously observed — a phenomenon called high temperature
superconductivity (HTS) [21], as opposed to conventional low temperature supercon-
ductivity (LTS). These novel ceramic materials exhibited unusual properties which
could not be explained by existing theories of superconductivity. Significant research
efforts were soon dedicated to this novel area. One aspect of these efforts focused
on the search for even higher temperature superconductors, with an expectation that
eventually room temperature superconductivity will be discovered. Other efforts tar-

geted HTS electronics. SCE using HTS materials could operate at significantly higher



temperatures, drastically reducing the cost of cryogenic refrigeration. These materi-
als and circuits, however, exhibit a number of issues that complicate the design and
fabrication of HTS circuits as compared to LTS circuits, making scaling complexity
difficult [22].

By the end of the 1980’s, novel types of superconductive circuits, different from
the early cryotron and JJ-based circuits, were proposed [6]. These new circuits —
rapid single flux quantum (RSFQ) [23] and quantum flux parametron (QFP) [24] —
exploited two primary advantages of superconductive circuits, respectively, extremely
high speed and excessively low power per operation; each technology targeting high
performance digital computing. Despite these advantages, the increasing speed and
decreasing power consumption of CMOS circuits without requiring refrigeration, com-
bined with the proliferation of mobile computing, prevented the widespread adop-
tion of superconductive circuits. In addition, the novel field of HTS electronics at-
tracted significant attention, further redirecting investment from conventional LTS
circuits [6], [18]. Only a few specific niche applications, such as voltage standards and
analog-to-digital conversion, remained commercially viable. Superconductive circuits
for digital applications, however, continued to evolve; modern superconductive circuits
have the potential to provide a significant performance advantage over conventional

room temperature semiconductor-based electronics.
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Figure 1.3: Computing systems classified by total power consumption and approxi-

mate time of development. All of these computing applications are in common use
today.

Computer technology also evolved as have novel ways to use computers. As the
area of applications for computers widened, the target power consumption of comput-
ing systems also widened, as shown in Figure 1.3. The rapid increase in sophistication
and decrease in the size and power requirements of semiconductor ICs and systems
culminated in hand-held mobile computers. Combined with the communications ca-
pability of the mobile phone, also enabled by increasingly complex ICs, smart phones
are currently a primary market for integrated circuits. Conversely, over the years,
large scale computing systems became even larger. Modern supercomputers and data
centers frequently occupy an entire building, and consume megawatts of power [25].

From mainframes to servers to workstations to laptops to cell phones, these computing
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Figure 1.4: Evolution of remote access in computing systems.

systems of all sizes and levels of power consumption are now ubiquitous, commonly
used in dramatically different ways. These different computing systems are classified
in Section 1.1 based on the total power consumption.

The continuing increase in the complexity of integrated circuits has enabled the
advancement of computer networking technology and the Internet. The capability
to access remote computers has been evolving for a long time, as shown in Figure
1.4. Modern ICs support high speed wired networks and wireless communications by
providing computing power for efficient encoding and transmission of data. By com-
bining these communications technologies with highly efficient computing hardware,
modern smart phones possess the capability to access remote servers to perform com-
plex computations which would otherwise be infeasible for these small devices. These

remote stationary large scale systems, so-called “cloud” systems, are an essential part
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of the modern mobile computing infrastructure. Users, ranging from commercial so-
cial networks to governments, depend upon this capability. Huge amounts of data
are now offloaded to these distant server farms. As described in Section 1.2, cloud
computing has now become a dominant and important stationary application where
high speed and, importantly, low energy, are of seminal currency.

As the scaling of CMOS systems becomes progressively more expensive, multi-
ple technologies have been proposed to continue to improve performance and power
efficiency. Low temperature and cryogenic electronics specifically target large scale
stationary systems, and offset the cost of the cryogenic refrigeration with higher power
efficiency. Modern superconductive electronics promise at least two orders of magni-
tude improvement in energy efficiency as compared to conventional semiconductor-
based supercomputers [26]. Combined with other benefits, as described in Section 1.3,
these circuits are potentially a highly attractive solution for future data centers and
supercomputers, and are the focus of this book. An outline of this book is provided

in Section 1.4.

1.1 Types of computing systems

The diversity of applications for computing machines has led to the parallel devel-

opment of specialized computing systems. In parallel, the complexity of integrated



12

circuit technology has greatly increased over time. Most modern processors con-
tain millions to many billions of transistors, and therefore exhibit VLSI complexity.
These high complexity processors support different functional purposes and/or power
requirements. All modern computing systems, regardless of complexity, can be di-
vided into several groups based on the power requirements. Each group of computing
systems, however, possesses certain design objectives and limitations. In this section,
these different groups and related limitations are reviewed.

Small mobile devices (e.g., handheld computers, phones, embedded sensors, lap-
tops), shown at the bottom of Figure 1.3, are typically battery operated. A design
emphasis of these devices is on providing sufficient time before the battery is dis-
charged. Another design objective is small size. Since the battery capacity increases
the size of the device, power consumption in mobile devices is severely limited. Due
to this issue of size, these devices also lack an efficient cooling system, limiting the
ability to remove heat. The integrated circuits used in these systems are limited by
the thermal design power (TDP) — the maximum amount of heat dissipated by an
IC. The computing power in these systems is often secondary to these objectives.

Medium sized computers (e.g., personal desktop, large embedded computers, and
small servers), occupying the middle of Figure 1.3, are typically directly connected
to a power grid. This feature relaxes the limitation on power consumption. The

power requirements of these systems, although still a concern, translate to the cost
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of electricity and on-chip current densities and heat dissipation (and therefore the
cooling system). The size requirements of these stationary computers are also less
significant. These computers typically require a dedicated active cooling system,
enabling the use of high TDP ICs. The primary factors limiting the performance
of these computers are the cost of the hardware, electricity, and physical size. Due
to these limitations, the number of processing units (individual ICs and/or on-chip
cores) in these systems tends to be small.

Large scale computing systems (e.g., large servers, mainframes, supercomputers,
data centers), depicted at the top of Figure 1.3, are directly connected to the power
grid and are typically not limited by physical size, only the cost and total power
consumption. These machines are primarily used for military, business, and scientific
applications, and are often highly specialized for a particular task. The performance
of these computers scales with the number of ICs, where the performance is limited
by the cost of the hardware. Large scale computers employ advanced networking
protocols to connect the processing units, as well as sophisticated cooling systems.
The primary metrics for these systems are performance and power efficiency, typically
measured in operations per watt.

Large scale computers exhibit the highest power efficiency due to the fixed costs

associated with heat dissipation and removal. Modern large scale systems frequently
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exploit this efficiency to support many thousands to millions of simultaneous indepen-
dent users in a cost effective manner, as discussed in Section 1.2. Due to fewer design
limitations, these systems can utilize novel exploratory architectures and emerging
technologies to further increase performance, as discussed in Section 1.3. The pri-
mary focus of this book is the application of superconductive electronics to improve

the efficiency of these large scale (high total power) computing systems.

1.2 Remote (cloud) computing

A significant recent trend in the computing industry is the increasing dependence of
small and medium scale computers on large scale distant computing systems. While
some of these smaller systems were previously used to connect to mainframes and
supercomputers, as shown in Figure 1.4, these remote connections were frequently
limited by distance and bandwidth. The majority of personal computers operated
relatively independently from other computers. With continuing advances in com-
munications technologies and the Internet, remote servers now appear to be almost
seamlessly accessible worldwide. Data storage and processing tasks are increasingly
being offloaded onto these remote (cloud) computing systems. Handheld and other
mobile devices are dependent on and function as terminals to access this remote

computing power.
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The primary reason for the partial shift of the computation process to remote
computers is the aforementioned limitations in performance and storage of small
and medium scale systems. Small devices are incapable of storing and processing
as much data as large systems. The scaling of CMOS transistors and therefore the
increase in IC performance has slowed due to physical limitations of the transistor
itself and related connections [27]. The large power (and therefore heat) dissipated by
many billions of transistors limits the performance of modern processors. Significant
portions of modern ICs are temporarily disabled to avoid overheating [28]. This issue
is known as “dark silicon,” where only a portion of an IC can operate at any time.
The energy efficient systems-on-chip used in small scale computers are highly sensitive
to this effect since the cooling systems of these ICs are less efficient. This effect is
expected to continue to slow the scaling of CMOS technologies [27].

Large scale computers are less susceptible to this problem. Due to the large
physical size, these systems employ highly efficient cooling methods. Different heat
generating components can be placed far from each other, reducing the power density
within these systems. Modern data centers and supercomputers are also frequently
located in advantageous areas — places with a cold climate, available water for cooling,
and less expensive and/or highly available electricity. Modern software programs and
applications frequently employ remote (cloud) functionality. If the current trend,

as depicted in Figure 1.4, continues, the number and significance of these remote



16

computing systems will further increase. Large scale, high power computing systems
are therefore expected to greatly increase in importance.

As previously mentioned, the primary metrics for these large scale systems are
performance and power efficiency. For commercial applications, power efficiency is
paramount, as a higher efficiency reduces the maintenance cost of these large scale
computing systems. Military and scientific applications also benefit from power effi-
ciency, as the total power consumed by modern supercomputers is on the order of tens
of megawatts [25]. The slowdown of CMOS scaling also affects these high power sys-
tems, and multiple beyond-CMOS technologies are currently under development [29].
These alternative technologies are seen as either a replacement or enhancement of con-
ventional CMOS-based electronics, often targeting specific applications. This book is

focused on one family of these technologies — superconductive electronics.

1.3 Superconductive electronics

Multiple technologies are currently being considered to supplement conventional CMOS
circuits targeting specific applications. These technologies range from near mature
magnetic and spintronic technologies to highly exploratory and unusual approaches
to computation, such as biological systems. Low temperature (cryogenic) electronics
in general is one of these promising technologies. Both semiconductor and supercon-

ductor circuits inherently dissipate much lower power when operating at cryogenic
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temperatures due to the reduced resistance of the metals, higher carrier mobility in
the transistors, and the ability to operate at lower supply voltages.

These considerable advantages of cryogenic operation are not commonly used in
modern room temperature computers. The primary issue is the requirement to main-
tain a low temperature environment. Circuits designed for low temperature operation
are either cooled by a closed cycle refrigerator [30] or submerged into cryogenic lig-
uids [31]. Closed cycle refrigerators require significant power to operate, increasing
the cost of the overall system. Systems utilizing liquid cooling require a continuous
supply of cryogenic liquids, also increasing cost; nitrogen (liquid at 77 K) or helium
(liquid at 4 K) are typically used, depending upon the target temperature. These
cooling costs are reduced in cold environments, such as outer space, which is an
important and early application area of low temperature electronics [32].

Superconductive circuits exhibit numerous benefits as compared to both conven-
tional and low temperature CMOS circuits. Superconductive circuits require ex-
tremely low energy per operation [33]. Superconductivity also produces lossless inter-
connect and dissipates zero static power. In addition to energy efficiency, supercon-
ductive electronics provide numerous additional benefits. Certain types of supercon-
ductive circuits can operate at clock frequencies exceeding 100 Ghz [34]. Apart from
digital computation, this high speed switching is also applicable to signal processing

applications [35]. Certain types of superconductive circuit families can operate in
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Figure 1.5: Delay (performance) and power (energy dissipation) per operation for

CMOS and SCE technologies [40], [41].

an adiabatic reversible manner, enabling extremely high energy efficiency [36]. Cer-

tain superconductive circuits can detect extremely low magnetic fields [37] or single

photons [38]. SCE also forms a natural interface with superconductive quantum cir-

cuits, behaving as an interface between conventional room temperature electronics

and millikelvin superconductive qubits [39].

The primary obstacle to the wide adoption of SCE is the low temperature. The

majority of modern superconductive circuits are based on niobium, typically cooled

to approximately 4 K [33]. The power required to maintain this extremely low tem-

perature is significant, and the necessary equipment also requires significant space.
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Figure 1.6: Large scale, layered cryogenic computing system [33], [39].

These properties limit the application of superconductive circuits to large scale sys-
tems, where the size and total cost are secondary to energy efficiency and cost per
operation. After considering the energy required for refrigeration, superconductive
circuits exhibit two to three orders of magnitude lower energy per operation than
state-of-the-art conventional supercomputers [25], [35].

A large scale system (such as a supercomputer) based on superconductive elec-
tronics however poses a significant engineering challenge. Modern supercomputers
typically contain thousands of separate processing units [42]. A similar architecture
would be necessary for an SCE-based system. It is feasible to place these components
into a shared cryogenic environment to reduce the length of the interconnect and
the amount of cryogenic equipment. As the cost of extracting heat from a system,
however, increases at lower temperatures, these systems require multiple layered envi-

ronments with progressively lower temperatures [33]. A temperature layered system is
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schematically shown in Figure 1.6. Only relevant components are placed within each
temperature level. For example, although superconductive qubits require a tempera-
ture on the order of a few millikelvins to operate [43], classical information extracted
from a quantum circuit can be further processed at a higher temperature [39]. In this
way, only a small portion of the system needs to be cooled to millikelvin temperatures.

Significant time, effort, and resources have been dedicated to developing CMOS
electronics over the past 60 years. Advances in electronic design automation (EDA)
(or computer aided design (CAD)) algorithms, tools, and methodologies have sup-
ported the increasing complexity of CMOS circuits. These advances have led to the
huge number and variety of applications, attracting additional investment in a posi-
tive feedback loop.

Superconductive circuits have not experienced similar development. With the
small number of organizations and research groups working on SCE, superconductive
circuits are currently significantly less mature as compared to conventional CMOS
circuits. Unlike some other novel beyond-CMOS technologies, SCE is not recently
emergent and has been studied for many years [18]. The physical properties of super-
conductive materials and devices are now well understood; considerable engineering
effort is, however, required to make large scale SCE systems practical and cost effec-

tive.
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SCE is capable of transforming large scale computing systems — an increasingly
important application due to the aforementioned shift of data storage and processing
onto remote servers. The time is now for superconductive technology to fill this niche
for a stationary, high speed, and extremely low energy computing technology. Add to
this wonderful juxtaposition of evolving technologies and applications the combination
of classic space-based satellites and the exciting field of quantum computing requiring
millikelvin circuit interfaces (both applications where cryogenic operation is either
naturally available or necessary), it has become clear that superconductive electronics
is at the cusp of becoming a mainstream technology. What was needed is a high

volume application and a technology ready to be matured. Now both are available.

1.4 Outline

This book begins with several chapters introducing superconductive electronics and
existing related design techniques. Multiple circuits and techniques to enable high
complexity circuits are described in the approximate order of increasing abstraction
level, from device models and circuits to architectural techniques. This book is orga-
nized as follows.

In Chapter 2, the phenomenon of superconductivity is introduced. A historical
perspective and different theories of superconductivity are presented. The physical

properties of superconductive materials important for electronics applications are
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discussed. As compared to conventional transistor-based circuits, superconductive
electronics utilize a different set of basic devices as building blocks of larger circuits.
These basic devices are introduced in this chapter.

Superconductive circuits are summarized in Chapter 3. Superconductive quantum
interference devices (SQUID) — a basic circuit ubiquitous in superconductive electron-
ics — are described. Many distinct logic families of superconductive digital logic exist;
each family utilizes a drastically different signaling convention, basic gates, and syn-
chronization and power distribution methods, and target different application areas.
These logic families are reviewed in Chapter 3. Different types of storage elements
and memory cells suitable for use in a cryogenic environment are also discussed.

In Chapter 4, the most popular type of superconductive digital logic — rapid single
flux quantum (RSFQ) logic — is described. Transmission lines for single flux quantum
(SFQ) pulses are also introduced. The operation of basic logic gates and flip flops in
the RSFQ logic family is described. The distribution of bias currents, necessary to
operate these circuits, is also discussed along with energy efficient bias distribution
techniques.

In Chapter 5, synchronization of superconductive circuits is reviewed. FExist-
ing pulse-based clock distribution topologies are introduced and related tradeoffs are

described. Asynchronous techniques which do not require a global clock are also
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discussed. Synchronization in AC-biased circuits, utilizing a different clocking mech-
anism, is also described.

In Chapter 6, manufacturing of superconductive circuits is reviewed. Different
steps and materials used in this process are described. Challenges unique to super-
conductive electronics are highlighted. Important features of modern superconductive
fabrication technologies are discussed and compared to the fabrication of semiconduc-
tor integrated circuits.

In Chapter 7, EDA methodologies, techniques, and algorithms used in supercon-
ductive electronics are discussed. The semi-custom standard cell-based design flow,
common in conventional CMOS circuits, is increasingly widely adopted in modern
superconductive circuits. Differences and issues in computer-aided design flows as
compared to CMOS design methodologies are highlighted in Chapter 7. The most
common stages of these design flows, from high level simulation to physical layout,
are described. These stages are grouped into three areas — simulation/modeling, syn-
thesis, and verification. Modern approaches and tools for superconductive circuits are
reviewed for each of these areas, including both manual and automated techniques.

The superconductor-ferromagnetic transistor (SE'T) is a promising device capable
of interfacing with superconductive memory arrays. To build complex circuits uti-
lizing an SF'T, an efficient and compact circuit-level model is necessary. In Chapter

8, a compact model for the SFT device is described and compared to experimental
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data [44]. The transient behavior of this model is also compared to the expected
behavior.

Modern superconductive circuits utilize more than ten superconductive layers for
gates and interconnect. Many sources of inductive coupling noise exist within this en-
vironment. In Chapter 9, these sources are characterized, and the effects of inductive
coupling noise on different circuit structures are described. Guidelines to mitigate
the deleterious effects of noise coupling are presented.

Compact and efficient memory is an important issue in superconductive electron-
ics. Spin-based memory can be used in a cryogenic environment, combined with
an appropriate superconductive driver device. In Chapter 10, a sense amplifier for
reading a cryogenic spin-based memory cell is described [45]. The proposed sense
amplifier exploits the specific shape of the read-out waveform within a well known
and compact superconductive A/D converter topology.

Dynamic single flux quantum (DSFQ) is a novel approach for asynchronous SFQ-
based logic, capable of drastically reducing the complexity of clock networks as com-
pared to conventional synchronous RSFQ circuits. DSFQ logic is introduced and a
DSFQ-based majority gate is described in Chapter 11. A compact DSFQ majority

gate is proposed to reduce area and increase the performance of DSFQ circuits [46].
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Bias distribution is essential for energy efficient and high performance supercon-
ductive circuits. Several energy efficient bias distribution techniques have been pro-
posed for RSFQ circuits. In Chapter 12, the operation of energy efficient RSFQ bias
networks is described, parametric trends are discussed, and a set of design guidelines
for these networks is introduced [47], [48]. These guidelines, along with a distributed
approach to bias networks, are intended to automate the synthesis of these structures.

Large bias currents is a significant obstacle to the large scale integration of DC
biased superconductive circuits. In Chapter 13, current recycling (or serial biasing)
is introduced. A methodology for automated partitioning superconductive integrated
circuits during the placement process is described [49]. Two different approaches to
partitioning are evaluated and compared.

DSFQ logic is a promising asynchronous type of SFQ logic. Logic synthesis of
DSFQ circuits significantly differs from both CMOS and conventional RSF(Q circuits.
In Chapter 14, enhancements to the automated synthesis of DSFQ circuits are de-
scribed. The concept of path balancing, widely used in RSFQ circuits, is explored
for DSFQ logic. An area efficient wave pipelining methodology is also proposed in
Chapter 14 to increase system throughput.

Synchronization is an important issue in large scale multi-gigahertz circuits. Com-
partmentalization of different components within a system is a common engineering

approach to manage complexity. Globally asynchronous, locally synchronous (GALS)
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clocking techniques isolate the complexity of synchronous clock networks to individ-
ual, smaller blocks, thereby simplifying the design process [50]. A GALS clocking
scheme for RSFQ circuits, along with shared interconnect for large scale systems-on-
chip, are described in Chapter 15.

Different steps of the design flow as well as variations in the fabrication process can
introduce errors and defects into an electronic circuit. A large scale system invariably
contains many defects. The ability to detect these errors and determine the cause is
important to produce reliable systems. In Chapter 16, design for testability (DFT)
techniques are introduced [51], [52]. These features are widely used in CMOS circuits
to detect errors after fabrication and determine the scope of correct circuit operation.
Similar DFT features suitable for superconductive circuits are proposed in Chapter
16.

Significant additional research is necessary to enable large scale superconductive
digital systems. In Chapter 17, directions for future research are introduced. Ap-
proaches to enhance the performance of DSFQ circuits are proposed. These tech-
niques include novel circuits exploiting the self-resetting properties of DSFQ logic.
Design techniques to increase performance and reduce the area of DSFQ circuits are

also proposed to enhance the automated synthesis and layout of these circuits.



Chapter 2

Physics and devices of
superconductive electronics

2.1 Introduction

The phenomenon of superconductivity — a material exhibiting zero electrical resis-
tance — was discovered in 1911 by Heike Kamerlingh Onnes [1]. Onnes was the first
person to liquefy helium. During his experiments with mercury wires at liquid he-
lium temperatures (4.2 K), the resistance of these wires completely vanished. For this
discovery, Onnes was awarded a Nobel prize in 1913.

Multiple theories and explanations have been proposed to explain this phenomenon
and provide predictive expressions for the unusual effects occurring in superconduc-
tors. Based on these theories, different superconductive electronic devices have been

developed. In this chapter, these theories, effects, and devices are discussed.

27
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This chapter is organized as follows. In section 2.2, many of the existing theories
of superconductivity are described in chronological order. In section 2.3, the unusual
properties of superconductive materials are reviewed with an emphasis on those effects
relevant to superconductive electronics. In section 2.4, the primary device used in
superconductive digital circuits — the Josephson junction — is introduced, and the
properties and operation of this device are discussed. In section 2.5, other cryogenic
devices commonly used in modern superconductive circuits and systems are described
along with some typical applications. A brief summary of this chapter is provided in

section 2.6.

2.2 Theories of superconductivity

In this section, three theoretical frameworks describing conventional superconductiv-
ity are reviewed in chronological order. Among these theories are the London theory,
Ginzburg-Landau theory, and Bardeen-Cooper-Schreiffer theory. Some important

parameters and effects described by these theories are discussed in Section 2.3.

2.2.1 London theory

The London theory, named after brothers Fritz and Heinz London, who first described
this theory in 1935, is the first and one of the simplest phenomenological explanations

of superconductivity [53]. In this section, the London equations are derived and
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discussed, and some of the primary effects characterizing superconductors based on

these expressions are described.

2.2.1.1 Derivation of London equations

Consider a derivation of Ohm’s law for a normal metal. From Newton’s law,

m— =eE — —, (2.1)

where m, v, and e are, respectively, the mass, velocity, and charge of the carrier. The
first term on the right hand side is the force exerted by the electric field, and the
second term is the scattering with mean time 7. For a steady state condition, the

electron drift velocity is constant, therefore,

E——=0 2.2
B - " =0, (22)
ebT
= —. 2.3
v=2 (23)
The current density for n carriers is
ne’r
J =nev = E=0F, (2.4)
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where o = %% is the conductivity. Expression (2.4) is the standard Ohm’s law for a
normal metal.
If the electrons in a superconductor do not scatter, and the second term on the

right hand side of (2.1) is equal to zero,

dv eFE
— = — 2.5
dt m (25)
The time derivative of the current density is
dJ d N
o p (2.6)

- = nse_
dt dt m

Expression (2.6) is the first London equation, and n; is the phenomenological density
of superconductive electrons.

To obtain the second London equation, apply a curl operation to the first London

equation,
Vx%:n£VxE. (2.7)
From Maxwell’s equations,
V X E = —@. (2.8)

dt
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Substituting (2.8) into (2.7) and integrating both sides with respect to time,

dJ nse? dB
=7 - 2.
VX dt m dt’ (2.9)
7’L562
VXxJ=-— B. (2.10)
m

Expression (2.10) is the second London equation.

2.2.2 Ginzburg-Landau theory

The Ginzburg-Landau (GL) theory, developed by Vitaly Ginzburg and Lev Landau
in 1950, is a more complex phenomenological theory describing the behavior of super-
conductors [54]. In the London theory, the density of the superconductive electrons
ns is not derived and is treated as a phenomenological parameter. The dependence
of this density on temperature and field can be described based on GL theory.

GL theory is an application of the more general Landau theory of phase transitions.
In the general Landau theory, the phase transitions are described using a parameter
distinguishing an ordered state from a disordered state — an order parameter. For
example, magnetization is the order parameter in ferromagnetic phase transitions.
With this parameter as well as other thermodynamic variables, the corresponding

thermodynamic equations can be derived.
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In general, superconductivity is a second order phase transition, where an ordered
state emerges from a disordered state at lower temperatures [55]. Superconductivity is
similar to a different cryogenic phenomenon — superfluidity, allowing superconductive

electrons to be described as a charged superfluid [56].

2.2.3 Bardeen-Cooper-Schrieffer (BCS) theory

BCS theory, developed in 1957 by John Bardeen, Leon Cooper, and John Robert
Schrieffer, is the first theory explaining the origin and microscopic properties of super-
conductivity [57]. In this theory, superconductivity is described as the condensation
of bound pairs of electrons, where the pairs are connected through electron-phonon
interactions. This theory won the Nobel prize in Physics in 1972.

In simple terms, electrons in superconductive materials form bound pairs, called
Cooper pairs [58]. One electron traveling through a material distorts the lattice of this
material. This distortion produces a localized positive charge density. This positive
charge density in turn attracts another electron. This interaction between electrons
and the lattice (phonons) binds electrons into Cooper pairs.

The physical size of a Cooper pair, the distance between the electrons, is described
by the superconductive coherence length £&. The distance between the paired electrons

is relatively large, on the order of tens to hundreds of nanometers. Many pairs existing
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in a material overlap, producing a collective condensate exhibiting the same quantum

state [59)].

2.3 Properties of superconductive materials

In this section, unusual properties of superconductive materials are discussed. In
subsections 2.3.1 to 2.3.4, unique properties of superconductors — the Meissner ef-
fect, quantization of magnetic flux, and existence of an energy gap and quasiparticle
currents — are discussed. In subsections 2.3.5 to 2.3.7, important parameters charac-
terizing superconductive materials — the London penetration depth, coherence length,
and critical current — are reviewed. In subsections 2.3.8 and 2.3.9, different classifi-
cations of superconductive materials are introduced. In subsection 2.3.10, the kinetic
inductance — an important inductance component in superconductive circuits — is

discussed.

2.3.1 Meissner effect

The Meissner effect, also known as the Meissner—Ochsenfeld effect, is the expulsion
of magnetic field from a bulk superconductor [60]. Superconductors expel a magnetic
field when the temperature is below a critical temperature. This phenomenon was
experimentally discovered in 1933 by Walther Meissner and Robert Ochsenfeld [61],

and can be derived from the London equations.



Consider Ampere’s circuital law,

VXB:,u()J.

Applying a curl to both sides of the expression,

V XV X B= 3,V X J.

V(V-B)—AB = 3oV X J.

Substituting the second London equation, (2.10), into (2.13),

nge?

m
From Maxwell’s law, V - B = 0, therefore,
2
Ap =B _ B
m Aj
where
o= —

/J“Onse2
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(2.11)

(2.12)

(2.13)

(2.14)

(2.15)

(2.16)
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Figure 2.1: Meissner effect. Magnetic field lines are expelled from the superconductive
material [62].

is the London penetration depth described in subsection 2.3.5. The solution for the
differential equation (2.15) is

B = Bye™, (2.17)

where x is the depth within the superconductor, and By is the surface field. Expression
(2.17) shows that the magnetic field within a superconductor decreases exponentially

with depth.
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A magnetic field is expelled from a superconductor by creating currents along the
surface of the material. This effect is schematically illustrated in Figure 2.1. These
currents oppose any flux penetration into the bulk material. These currents do not
dissipate over time due to the zero resistance of the material, and are therefore called
persistent currents.

The Meissner effect emphasizes the difference between an ideal perfect conduc-
tor, as a superconductor was imagined at that time, and a superconductor. In a
perfect conductor, the magnetic fields that exist at the time of transition into the
superconductive state become constant within the material, resisting any change. In

a superconductor, any applied flux is expelled during a transition.

2.3.2 Quantization of magnetic flux

Fritz London was the first person to propose that superconductivity is a quantum
effect. While the London equations are phenomenological, the superconductive state
was assumed to be similar to the ground state of an atom. The motion of all electrons
in the superconductive state is correlated, and is described as a single valued wave
function. From this perspective, London predicted that the magnetic field can only
penetrate superconductive loops in quantized amounts — magnetic flux quanta.
Consider a wave function ¥ = Wye’® describing these superconductive electrons.

If the phase ¢ changes by 27, no physical properties change. In a superconductive
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Figure 2.2: Quantization of magnetic flux.

loop, the phase and magnitude of the wave function are different at different locations
within the loop; the total phase change around the loop, however, can only exist in
integer multiples of 2. This phenomenon is the quantization of magnetic flux, where
an integer multiple describes the number of flux quanta within a loop, as shown in
Figure 2.2.

An expression for a quantum of magnetic flux @ is

Dp=— = —, (2.18)
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while the numerical value of ®g is

Py~ 2.0678 x 1071 Wb = 2.0678 x 107°V x s. (2.19)

In the context of superconductive electronics, ®q is often described as 2.07 mV xps.

2.3.3 Energy gap

The collective behavior of the Cooper pairs produces an energy gap for single elec-
tron excitations, as shown in Figure 2.3. The energy of any single electron can not
be arbitrarily changed, since the energy of the other electrons would also need to
change. This characteristic prevents the scattering of single electrons and produces
dissipationless supercurrent.

The energy gap A is an important parameter of a superconductive material. The
energy gap describes the lower energy to form a superconductive state as compared
to the material remaining in a normal state. The energy gap is largest at 0 K, and

gradually becomes zero at the critical temperature 7.
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Figure 2.3: Density of states in a superconductor for different temperatures; (a)
T > Te, (b) T < Te, and (¢) T = 0 K. The energy gap AFE is the empty space

around the Fermi level Ef.
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2.3.4 Quasiparticles

An ideal superconductor can only exist at zero temperature and voltage. For finite
temperatures, some of the Cooper pairs are broken by thermal excitations. Volt-
ages above 2A also break Cooper pairs. These broken pairs combine the individual
properties of electrons and holes, and are called Bogoliubov quasiparticles [63].

In superconductive electronics, these quasiparticles contribute to the electrical
properties of devices. Quasiparticles scatter within a lattice; therefore, quasiparticle

current is the normal current exhibiting dissipation.

2.3.5 London penetration depth

The Meissner effect prevents magnetic flux from penetrating into a bulk supercon-
ductor. Any magnetic fields incident on the surface of a material exponentially decay
over distance. The London penetration depth describes the rate of this decay.

Consider a superconductive half plane, where x < 0 corresponds to an empty
space, and x > 0 corresponds to a superconductive material, as shown in Figure 2.4.
A magnetic field is applied along the z axis in the empty space. From the London
and Maxwell equations,

B(x) = Byem*/*), (2.20)

A =/ m/pong?, (2.21)
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Figure 2.4: Magnetic field inside a bulk superconductor. Ay, is the London penetration

depth.

where By is the magnetic field incident on the surface, and )\; is the London pen-
etration depth, corresponding to the distance at which a magnetic field within a

superconductor decays by e (= 2.72).

2.3.6 Ciritical field and critical current

A critical current (and the corresponding critical field) is one of the primary pa-
rameters characterizing superconductive materials and devices. The critical current
(magnetic field) describes the maximum current (magnetic field) that can be applied

into (across) a superconductor without changing the properties of the material. The
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behavior of a superconductive material at fields greater than the critical magnetic
field H. depends upon the type of material, as described in Section 2.3.8.

The critical field depends upon the temperature. At the critical temperature,
even the weakest magnetic field prevents a material from achieving a superconductive
state. The maximum critical field occurs at absolute zero [64].

The critical current of a material is related to the critical field due to the Meissner
effect. All currents induce magnetic fields. When the applied current induces a
magnetic field with a strength exceeding the critical field, the material transitions

into the normal state.

2.3.7 Coherence length

The coherence length & of a superconductor provides a scale of length for super-
conductivity. If a material consists of both superconductive and normal regions,
superconductive effects in the normal metal gradually disappear over the coherence
length, as depicted in Figure 2.5.

The coherence length was originally introduced by A. Pippard in 1950 [65] to
introduce nonlocal effects into the London equations [66]. This coherence length

also appears in similar but different forms in both the GL and BCS theories. The
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Figure 2.5: Density of superconductive electrons at the boundary of a superconductive
region. The coherence length is &.

coherence length in GL theory is

h2
= ol (2.22)

where a is a phenomenological constant. Unlike the Pippard coherence length, the

GL and BCS coherence lengths are dependent on temperature.

2.3.8 Type-I and type-II superconductors

Based on the ratio of the London penetration depth to the coherence length 2L,
superconductive materials can be divided into two types. This ratio also affects the

behavior of a superconductor within a high magnetic field.
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Material Te, K He, T Type
Aluminum (Al) 1.14  0.01 I
Niobium (Nb) 9.22 0.82 I1
Lead (Pb) 7.26 0.08 I

Niobium Nitride (NbN) 16 ~15 11

Table 2.1: Superconductive materials commonly used in electronics.

In type-1 superconductors, 0 < % <1/ V2. In these materials magnetic fields
greater than H,. disrupt the superconductive state. These materials are typically
pure metals and exhibit a low critical temperature (< 10 K).

In type-II superconductors, % > 1/ V2. In these materials, two different critical
fields exist — H.; denotes the appearance of the mixed state, and H. denotes the
field at which superconductive properties disappear. In the mixed state, a magnetic
field stronger than H., penetrates into the material in the form of individual lines
of magnetic flux, surrounded by a circulating supercurrent. This quantized magnetic
field penetrates through non-superconductive regions, while the rest of the material
remains superconductive. These circulating supercurrents are also called fluxons or
Abrikosov vortices [67]. The density of these vortices in the material depends upon
the external field. At fields greater than H., the material loses any superconductive
properties.

Some superconductive materials commonly used for electronic applications are

listed in Table 2.1. Modern superconductive electronics are primarily based on nio-

bium, which is a type-1I material [68]. Earlier Josephson junctions were based on lead,
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a type-I material [69]. Superconductive qubits are typically built using aluminum,

also a type-I material [70].

2.3.9 Low and high temperature superconductors

Since the discovery of superconductivity, many materials have been found to exhibit
superconductive properties. Many superconductive applications, both small scale
electronic microsystems and large scale systems, have been proposed and are cur-
rently utilized. The major obstacle for many of these applications is the cryogenic
refrigeration required to maintain superconductive operation. Closed-cycle refriger-
ators require significant power, while helium refrigerators require a constant supply
of helium, and all approaches require insulated chambers [71]. Significant research
efforts are therefore focused on the discovery of materials that can operate at higher
critical temperatures, with the ultimate goal to find a room temperature supercon-
ductor.

A breakthrough in these efforts was made in 1986 by J. Bednorz and K. Miiller
from IBM [21]. They discovered superconductivity in copper oxide ceramics operating
at temperatures above 35 K. Soon after this discovery, many similar materials were
found. The highest critical temperature for these materials to date under normal

pressure is 133 K [72]. These and similar materials are called high temperature
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superconductors (HTS), as opposed to conventional low temperature superconductors
(LTS).

No strict definition of HTS and LTS materials exists. Those materials with a
critical temperature higher than 77 K (the boiling temperature for liquid nitrogen)
are typically called HTS, although exceptions exist. HTS materials exhibit many
properties unusual in conventional LTS materials, and as yet no complete theory
exists describing the behavior of high temperature superconductivity. All known
HTS materials are type-II superconductors.

Many applications for HT'S materials exist. These materials are commonly used in
areas where extremely high magnetic fields are required — magnetic resonance imaging
(MRI), magnetic levitation, and particle accelerators. Many electronic applications
for these materials also exist. Omne of the most commonly used HTS materials is
yttrium barium copper oxide (YCBO). This material exhibits superconductive prop-
erties at 92 K. The use of HTS materials for integrated digital circuits is challenging,
however, due to difficulties in fabrication and increased noise coupling as compared

to the 4 K environment.
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2.3.10 Kinetic inductance

In conventional circuits, the inductance typically refers to the storage of energy in a
magnetic field produced by a current. Kinetic inductance is a different form of energy
storage, produced by the motion of carriers.

In a normal conductor, the carriers are accelerated within an electric field. The
carriers are simultaneously scattered by collisions with the ions within the lattice. In
a steady state condition, these effects produce a constant drift velocity. If the electric
field changes or disappears, electrons exhibit inertia, resisting the change — similar
to a magnetic inductance. This inertia of charge carriers is kinetic inductance. The
total inductance is the sum of the conventional magnetic inductance and the kinetic
inductance.

Conventional materials also exhibit a kinetic inductance. In these materials, this
inductance only becomes significant when the electron relaxation time is comparable
to the period of change in the current. In most metals, this condition is satisfied at
terahertz frequencies.

In superconductors, however, no scattering exists for Cooper pairs, and the elec-
tron relaxation time is infinite. The kinetic inductance is therefore significant and

can dominate the total inductance, even at low frequencies and DC current.
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2.4 Josephson junctions

The primary device used in modern superconductive electronics is the Josephson
junction (JJ). An introduction to Josephson effects, JJ dynamics, and related circuit

behavior is described in this section.

2.4.1 Josephson effects

The Josephson effect was discovered by Brian Josephson in 1962 [13], who was
awarded the Nobel prize for this discovery in 1973. The DC Josephson effect is a
phenomenon caused by tunneling of Cooper pairs through an insulating barrier or a
weak link (a constriction or point contact). This tunneling produces a supercurrent
though a barrier without an applied voltage.

A Josephson junction (JJ) is a device that exhibits this Josephson effect. The
most common type of JJ in modern superconductive circuits is a thin (~ nm) insu-
lating film sandwiched between two superconductive contacts, as shown in Figure 2.6.
This structure is straightforward to fabricate in modern photolithographic fabrication
facilities [73]. JJs can also be based on other topologies, for example, the insulating
material can be replaced by a weak link, normal metal, or other materials, resulting
in different device properties [74], [75].

One of the major parameters characterizing a JJ is the critical current I. This

parameter affects the maximum supercurrent conducted by a JJ. In a controlled
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Figure 2.6: Thin film Josephson junction. I denotes an insulating material, and S is
a superconductive material.

environment, the critical current of a JJ primarily depends upon the physical area.
The critical current of a JJ also exhibits a dependence on the temperature and applied
magnetic field.

Most JJs in a superconductive IC exhibit similar critical currents (the same order
of magnitude). Moreover, due to noise effects, these currents can not be arbitrarily
low, and are typically on the order of 100 xA in modern circuits [76]. As the critical
current primarily depends on area, an increase in the critical current density J,. is
the primary source of scaling in superconductive circuits. The critical current density
J. depends upon the fabrication process and is a seminal parameter characterizing a
fabrication process for manufacturing superconductive electronics.

An important parameter of a JJ is the phase difference across the junction (or
the phase of a JJ). As all Cooper pairs in a superconductor share the same quantum
mechanical state, these pairs also exhibit the same phase. The difference in phase

between the wavefunction of the superconductive electrons at the two electrodes of a
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JJ affects the dynamic behavior of a JJ. The basic Josephson equations characterizing

the current and voltage across a JJ are

I(t) = I.sin(op(t)), (2.23)
= 120 _ e o2

The voltage across a JJ depends upon the time derivative of the phase difference ¢,
while the current exhibits a sinusoidal dependence on ¢. A JJ biased by a constant
DC current, where I < I¢, exhibits a constant phase ¢ = arcsin(l/Ic) where the
voltage across this junction is zero. This situation corresponds to steady state DC
operation in superconductive circuits.

If a constant voltage V; is applied across a Josephson junction, the phase of the

JJ continuously changes. From (2.24),

dp  2eVy
%= 5 (2.25)
6= 22%. (2.26)
Substituting (2.26) into (2.23),
2
I(t) = Lsin(>20y). (2.27)
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A constant voltage applied across a JJ therefore produces current oscillating at a

frequency

2
f=". (2.28)

where Qf ~ 483.6 GHz/mV. This phenomenon is known as the AC Josephson effect.

A Josephson junction is therefore a natural voltage-to-frequency converter.

2.4.2 Josephson inductance

A Josephson junction is a highly nonlinear circuit element. For small changes in
current or voltage, however, a JJ can be treated as a nonlinear inductor. Consider a

small change in current d; producing a phase change d,.

I+6r = I.sin(¢+ 0p), (2.29)

01 = I.cos(9)dy, (2.30)
hoo+o, o 06 oI

2¢Ot 2e I.cos(¢)ot Tot (2.31)

where L; is the Josephson inductance of a junction,

_ h _ Py Ly
Lr= 2el.cos(¢p)  2ml.cos(¢p)  cos(¢)’ (232)
L= (2.33)
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This inductance depends upon the critical current of a JJ, which for a specific
fabrication process is typically determined by the physical area. The inductance also

depends on the phase difference, which can be controlled by a DC bias current.

2.4.3 Josephson energy

The energy of a Josephson junction is
to
E; :/ 1V dt. (2.34)
0

Based on the Josephson relations, (2.23) to (2.24),

Do J¢

to
E; = I.si — 2.
1= [ Lsin(o) g2 (235)

Ol [
E; = 2°7T /0 sin(¢)do, (2.36)
E; = QI’0[0(1 — cos(9)). (2.37)
2

E; is the potential energy accumulated by a JJ, similar to an inductor.

2.4.4 JJ circuit models

In a Josephson junction operating at a nonzero temperature or voltage, quasiparticles

tunnel along with the Cooper pairs though the insulating barrier. These quasiparticles
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are due to the thermal breakup of Cooper pairs. The Josephson relations, (2.23) and
(2.24), only describe the superconductive component of the total current. For the flow
of quasiparticles, the JJ corresponds to a nonlinear conductance G which depends

upon the voltage and temperature,

Gy = G(V,T). (2.38)

A common approximation of the nonlinear conductance G is a piecewise function,

1 2A
s V<,
N p—
1 2A
. VIz<

Ry is the normal resistance corresponding to the breakup of Cooper pairs with ener-
gies above the energy gap, Rgs¢ is the subgap resistance corresponding to the thermally
excited quasiparticles, and A is the energy gap, as discussed in Section 2.3.3.

This simple model describing a JJ is the resistively shunted junction (RSJ) model
(73], and is applicable to a DC biased junction. The current-phase relation for the
RSJ model is

by , do

I =1.si —GN—. 2.
Sin(o) + 27TGN & (2.39)

This expression is the sum of the supercurrent and the resistive quasiparticle current.
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I(t)=ICsin¢(t)>< %GN —_— C

Figure 2.7: Equivalent circuit of the RCSJ model of a JJ.

As a JJ consists of two electrodes separated by an insulating barrier, the JJ also
exhibits a certain capacitance. As in a standard capacitor, this junction capacitance
affects the behavior of the JJ when the voltage across the JJ changes, producing a
displacement current. In general, the junction capacitance depends upon the physical
area and the thickness of the tunneling barrier.

The circuit model of a JJ, where a Josephson element, resistor, and capacitor
are connected in parallel, is a resistively and capacitively shunted junction (RCSJ)
model [73]. The total current though a JJ is the sum of the individual current
components,

do
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The RCSJ circuit model, schematically shown in Figure 2.7, is a commonly used
circuit model of a Josephson junction [77]. This model provides reasonable accuracy

while maintaining high computational efficiency.

2.4.5 Dynamics of Josephson junctions

Based on the RCSJ circuit model, an expression characterizing the current-phase
relation of a JJ is
do o, d%¢p

o
I = Isin(¢) + —Gy— + C

or NV dt o d2” (2:41)

This expression is a nonlinear differential equation with nonlinear coefficients. To
simplify the expression, the conductance G is often assumed to be constant.

Expression (2.41) is similar to the equation of motion of a particle with a certain
mass M and damping 7 on a tilted washboard potential [77]. M is proportional to
the junction capacitance C', and 7 is proportional to Gy. The tilt of the washboard
is proportional to the current /. This dependence is depicted in Figure 2.8.

An alternative analogy for describing the dynamic behavior of a JJ is a pendulum
system [77]. Expression (2.41) corresponds to a damped mechanical pendulum of
length [ and mass M, deflected by an angle ¢ from normal. This pendulum is depicted
in Figure 2.9. The angle ¢ corresponds to the phase of a JJ, while the mass and length
correspond to the critical current of a junction. A torque D applied to a pendulum

corresponds to the bias current of a JJ, rotating the pendulum and changing the
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Figure 2.8: Analogy of tilted washboard potential illustrating the dynamics of a
JJ. Different curves correspond to different bias currents as compared to the critical
current Ic.
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Figure 2.9: Analogy of mechanical pendulum illustrating the dynamics of a JJ.

phase ¢. Damping of the pendulum is equivalent to the junction conductance, while
the moment of inertia is equivalent to the junction capacitance. This analogy can be
used to illustrate different kinds of dynamic behaviors of a JJ. A large torque rotates
the pendulum (a continuous change in phase ¢ produces a nonzero voltage), while a
fast kick of the pendulum rotates the pendulum once (a 27 change in phase produces
a voltage pulse).

To simplify the process of characterizing a JJ, the Stewart-McCumber parameter
B is used [78], [79], where

2e

B = lcRyC. (2.42)

Junctions with § ~ 1 are considered critically damped, and are the primary type of

JJ in superconductive digital electronics [73].
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Junctions with f << 1 are overdamped, and exhibit either a small capacitance or
resistance. In the washboard potential analogy, an overdamped JJ corresponds to a
particle with either a small mass or large damping. Consider a large tilt (current I),
where a particle rolls down the washboard. If the tilt is slightly reduced, the particle
quickly stops moving and is trapped in one of the nearby local minima.

Junctions with f >> 1 are underdamped, and exhibit either a large capacitance or
resistance. In the washboard potential analogy, an underdamped JJ corresponds to a
particle with either a large mass or small damping. This particle does not immediately
stop moving once the tilt is reduced, and continues to roll down the washboard. To
stop this particle from moving, the tilt (current I) has to be significantly decreased.

These properties produce two types of current-voltage characteristics for JJs.
These two I-V characteristics are illustrated in Figure 2.10. Overdamped JJs are
nonhysteretic, and underdamped JJs are hysteretic. Current below I- produces a
zero voltage across the JJ, while current above I produces a finite voltage. In the
overdamped case, if the current is decreased below I, the junction returns to the
zero voltage state. In the underdamped case, however, a decrease in current below

Ic produces a small but nonzero voltage.
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Current-voltage characteristics of a JJ, a) overdamped, and b) under-



60

2.5 Superconductive devices

In this section, certain other important superconductive electronic devices are de-
scribed, and applications of these devices to modern superconductive circuits are

discussed.

2.5.1 Superconductive nanowire single photon detectors

A superconductive nanowire single photon detector (SNSPD) is a device capable
of detecting a single incident photon [38]. This device consists of a long, narrow
superconductive nanowire biased close to the critical current. An incident photon
transfers energy to the electrons, breaking Cooper pairs, and creating a local hotspot.
This hotspot exhibits a comparably large resistance, producing a voltage pulse which
can be detected and processed.

An example layout of an SNSPD is depicted in Figure 2.11. A meandering struc-
ture increases the length of the nanowire and hence the area for detection, as any
location on the nanowire is sensitive to photons. SNSPDs are widely used in quan-

tum computing, photonics, detection, and communication circuits [81].
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Figure 2.11: Typical structure of a superconductive nanowire single photon detector
80].

2.5.2 Cryotron

A cryotron is the first superconductive switch, proposed by D. Buck in 1956 [5]. A
cryotron does not utilize the Josephson effect, and is based on exploiting the critical
field within a superconductor.

A cryotron, depicted in Figure 2.12, is a four terminal device, consisting of two
superconductive wires. One wire is wrapped around another wire, and these wires
are galvanically isolated. A control current I is passed through the coiled wire. This
structure produces a magnetic field which disrupts the superconductive behavior in a
nearby wire by exceeding the critical magnetic field. The device therefore operates as
a switch, in which a comparatively small current /- in a coil controls a larger current

Is in a straight wire.
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Figure 2.12: Cryotron.
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Figure 2.13: Nanocryotron (nTron).
2.5.3 Nanocryotron

The nanocryotron (nTron), proposed in 2014, is a three terminal electrothermal device
[82]. The nTron consists of a superconductive channel and a weak link (choke). The

nTron is schematically depicted in Figure 2.13.
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The nTron is initially supplied with a bias current through a superconductive
channel. When a current pulse is applied to the gate, connected to a weak link (a
constriction in the wire), a localized hotspot causes the channel to become resistive.
This transition diverts the bias current into a load. The device is therefore capable of
providing current gain, as a small gate current controls a large channel current. The
nTron cools down, restoring superconductivity in the channel, diverting current back
into the channel, and resetting the device to the initial state [45].

A nTron device is similar in operation to an SNSPD [38], as previously described.
In an SNSPD, incident photons create localized hotspots, allowing current to be

diverted into the load, producing a voltage.

2.5.4 Superconductor-ferromagnetic devices

A promising family of devices for superconductive electronics is based on the in-
teraction between superconductive and ferromagnetic materials. These devices are
typically composed of a different number and configuration of superconductive, nor-
mal metal, ferromagnetic, and insulating layers, and number of terminals [83], [84].
The primary objective of these devices is to provide signal gain and isolation between
the input and output.

Although superconductivity and ferromagnetism are incompatible in bulk mate-

rials, in thin film devices these phenomena produce a proximity effect, where one
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Injector

Acceptor

Figure 2.14: Structure of a three terminal SFT device. The superconductor layers
are marked as S, Sy, and S5, ferromagnetic layers as F; and F5, and insulator layers
as I; and I,.

layer affects the behavior of the other layers. In a superconductor/ferromagnet thin
film stack, superconductive electrons exhibit a very small penetration depth within a
ferromagnetic layer. This influence of the ferromagnetic material layers enables asym-
metric control of the device, as only regular quasiparticle current affects the behavior
of the other superconductive layers within a stack.

A variety of different devices utilizing this effect have been proposed and fabri-
cated [83], [84]. One of these devices, a three terminal superconductor-ferromagnetic
transistor (SET) [84], is used here to illustrate the behavior of superconductive-

ferromagnetic devices.

2.5.4.1 Superconductor-ferromagnetic transistor

The three terminal SF'T device is depicted in Figure 2.14. This device consists of
two junctions stacked above each other. The acceptor junction consists of an insu-

lating layer (I) sandwiched between two superconductive layers (S), forming an SIS
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structure. The injector junction consists of an insulating layer between two ferromag-
netic layers (F) and two superconductive layers, forming an SFIF'S structure. Both
junctions share a superconductive layer, forming an SFIF SIS device, where an SIS
acceptor is stacked on top of an SFIF'S injector.

Operation of the SFT device is similar to previously proposed superconductive
multilayered stacks, such as a quiteron [85], consisting of an STS7S multilayer. In an
SIS1S device, when one SIS junction is biased, excess quasiparticles are injected into
the shared superconductive middle layer. This injection suppresses superconductivity
within this layer, changing the properties of the second SIS junction. One important
distinction, however, is the presence of ferromagnetic layers within the stack. These
layers suppress Josephson current through one of the two junctions, making the device
asymmetric, introducing input-output isolation [86].

In a three terminal SFT, the current in the SFIF'S injector I; introduces excess
quasiparticles in the middle S, layer shared between the acceptor and injector, as well
as the Sp layer. This effect suppresses the superconductive energy gap A; and A,
in, respectively, the S; and S, layers, reducing the critical current I. of the acceptor
SIS junction [86], [44]. Experimental behavior describing the SEFIF'S injector, such
as the linear I-V characteristics of the stack, suggest that the injector current I;
does not exhibit Josephson behavior due to the presence of an exchange field in the

ferromagnetic layers [86], [87]. Current controlled modulation of the critical current
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along with good input-output isolation are the primary advantages of SE'T devices as

compared to earlier similar structures [84].

2.6 Conclusions

The basic properties of superconductors are discussed in this chapter. The primary
theoretical framework for the analysis of low temperature superconductive materials —
the London, Ginzburg-Landau, and Bardeen-Cooper-Schrieffer theories — is described.
The defining features of superconductive materials are discussed, along with different
types of materials and characteristics. The primary properties of these materials are
emphasized in relation to superconductive electronics. The properties and dynamic
behavior of Josephson junctions are also discussed with both intuitive analogies de-
scribing the dynamic behavior and classic circuit models. Important cryogenic devices

commonly used in superconductive electronics are also briefly reviewed.



Chapter 3

Superconductive circuits

Superconductive digital and analog circuits are introduced in this chapter. The use
of superconductive devices to build electronic circuits was first proposed with the
invention of the cryotron in the 1950’s [5], as described in Chapter 2. In a cryotron,
a magnetic field produced by a current in one wire switches another wire between
the superconductive and normal states. As a four terminal switch with isolated con-
trol and channel currents, a cryotron can be used to construct flip flops and logic
gates [88]. With the advent of transistor-based integrated circuits capable of oper-
ating at room temperature, cryotron-based electronics were no longer a competitive
technology. Practical research and development efforts in superconductive electronic
circuits transitioned to specialized applications.

One of these applications is sensing small magnetic fields. Superconductive quan-
tum interference devices (SQUID) are Josephson junction-based devices capable of

sensing extremely small (up to 5 x 107" T) magnetic fields [37]. Certain variations

67



68

of SQUIDs are also the essential component of many superconductive digital circuits.
In section 3.1, SQUID and related applications are described.

Research on applying superconductive devices to digital electronic applications
continued in IBM [18]. Fast (on the order of picosecond) switching speeds of Josephson
junctions were exploited to achieve multi-gigahertz system clock frequencies. Apart
from switching speeds, other benefits of JJ-based circuits as compared to semiconduc-
tor circuits are low power dissipation, extremely small thermal noise, and zero DC
interconnect resistance. IBM efforts focused on voltage level logic [18], where infor-
mation is represented, similar to conventional semiconductor electronics, in the form
of different voltage levels. In section 3.2, latching voltage logic, developed at IBM, is
described.

Another approach to Josephson logic, rapid single flux quantum (RSFQ) logic, was
developed in 1985 in Moscow State University [89]. In this logic family, information
is represented by small voltage signals with a quantized area — single flux quantum
(SFQ) pulses — rather than the voltage level. This approach produces multiple benefits
for high speed operation of superconductive circuits. In section 3.3, RSFQ logic is
briefly introduced. RSFQ logic is described in much greater detail in Chapter 4.

Reciprocal quantum logic (RQL) is an alternative SFQ logic family [90] utilizing
AC bias currents rather than the DC bias currents used in RSFQ. Information in

RQL is represented as the presence or absence of a pair of SFQ pulses. Multiple
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advantages and disadvantages of RQL logic exist as compared to RSFQ. This circuit
family and related issues are described in section 3.4.

A major advantage of superconductive circuits for energy efficient computing is
the capability of adiabatic operation. In adiabatic circuits, transitions between states
are gradual, and the energy dissipation of these circuits approaches zero for suffi-
ciently slow transitions. In section 3.5, a brief introduction to one type of adiabatic
superconductive logic — quantum flux parametron (QFP) logic [24] — is provided.

Any computing technology requires memory for storing instructions and compu-
tational results. Efficient and dense memory remains to this day an open problem in
superconductive circuits. In section 3.6, memory suitable for use in conjunction with

cryogenic logic is described. Finally, in section 3.7, a brief summary is provided.

3.1 SQUID

In this section, one of the first practical superconductive circuits, the superconduc-
tive quantum interference device (SQUID), is introduced and described. To date,
SQUID-based detectors are the most sensitive detectors of magnetic fields [91]. Two
different types of SQUID topologies are discussed here — the single junction SQUID

in subsection 3.1.1, and the two junction SQUID in subsection 3.1.2.



70

L

2. ® X ¢

Figure 3.1: RF SQUID.

3.1.1 Single junction SQUID

A single junction SQUID, also commonly referred to as an RF SQUID, was invented
in 1965 by A. Silver and J. E. Zimmerman [92]. This device exploits the interference
of the superconducting wavefunction across a Josephson junction.

Consider the circuit shown in Figure 3.1 - a superconductive loop interrupted by
a Josephson junction. In a superconductive loop, the magnetic flux is quantized, as
discussed in Section 2.3.2. If the loop is interrupted by a JJ, however, the flux is
typically not quantized [93]. The voltage across a JJ can only exist due to a change

in the magnetic flux within a loop [73],

dd
Cdt
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From the Josephson relations, 2.23 and 2.24,

do 27
2y 2
dt (IDOV (32)

Substituting (3.1) into (3.2) and integrating over time,

)
(rb = 27T—7 (33)
assuming the integration constant is zero. The phase difference ¢ across the junction
is therefore periodic with respect to the internal magnetic flux ®.

Substituting (3.3) into the Josephson current-phase relation,

o
I =1.sin¢ = I.sin (2Wa), (3.4)
0

where I. is the critical current of the JJ. The internal flux consists of two parts — an
externally applied flux ®, and the flux produced by the loop current induced by this
external field,

o=, — LI (3.5)
Substituting (3.5) into (3.4),

D, LI
I =1.sin (QWaO + QW(}TO), (3.6)
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or
I =1I.sin (2%% + 27?)\1%), (3.7)
where
)= QWI&)? (3.8)

is the primary parameter characterizing a SQUID, which determines the shape of the
dependence of ® on ®,.

Expression (3.7) shows that the current in a SQUID is periodic with respect to
both an externally applied flux and an applied bias current. The periodic nature
of the interference pattern enables multiple useful applications of a single junction
SQUID. Among these applications are logic circuits [94], A/D converters [35], and

sensitive circuits for measuring magnetic flux, the RF SQUID [95].

3.1.2 Two junction SQUID

The two junction SQUID was invented in 1964 by R. C. Jaklevic, John Lambe, A.
H. Silver, and J. E. Mercereau [96]. The circuit consists of a superconductive loop
interrupted by two Josephson junctions connected in parallel, as shown in Figure 3.2.

For this structure, an expression for the total flux through a loop similar to (3.5)
is [73]

® =, + L], — Ly, (3.9)
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Figure 3.2: Two junction SQUID.

I=1+1, (3.10)

where [ is the total current within the loop. Similar to (3.3), the difference between

the JJ phases in this structure is

)

0
The external magnetic flux in a two junction SQUID changes the current-voltage
characteristics of the device, enabling precise measurement of the magnetic flux from

the DC bias current.

A two junction DC SQUID is biased by a DC current, which is initially equally

o

divided between the two branches. When a small magnetic flux (¢ < 3

) is applied
to a device, a screening current I, circulates within the loop to bring the total flux
through the loop to the nearest integer — in this case, to cancel the applied flux. This

response changes the current distribution between the branches — the current in one

branch is increased by I, while the current in another branch decreases by I,. If
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either of these currents exceeds the critical current I, of the JJ in the corresponding
branch, a voltage V is produced across the device.

If the applied flux exceeds %, the circulating screening current changes direction
to bring the total flux to the nearest integer — in this case, to ®,. This behavior
produces a periodic dependence of the branch currents on the applied flux with a
period of ®.

If the bias current supplied to the device exceeds 21., the device operates in the
resistive mode. In this case, a voltage is always present across the device and changes
with the applied flux with a period of ®,.

As with a single junction SQUID, the periodic dependence of voltage on the ap-
plied magnetic flux and current can be used for sensitive detectors of magnetic flux [95]
and within A/D converters [35]. Moreover, the dependence of the device current-
voltage (I-V) characteristics on the applied flux is used in both latching voltage state

superconductive electronics [97] and single flux quantum memory [98].

3.2 Voltage level logic

Voltage level Josephson logic, invented and developed in IBM since 1964 [18], is briefly
described in this section. In 1967, J. Matisoo proposed a tunneling cryotron — a device
similar to a standard cryotron, that utilizes a Josephson junction as a gate. This

development enabled the first Josephson junction based processors. Efforts at IBM
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Figure 3.3: Voltage level OR gate [100], (a) circuit schematic, and (b) logic symbol.

concentrated on voltage level circuits, where information is represented as discrete
voltage levels, similar to conventional CMOS circuits [99)].

Multiple types of voltage level superconductive circuits exist [100], [101]. In these
circuits, the gates are typically based on multi-junction SQUID loops. An example
circuit of a typical voltage level OR gate is schematically shown in Figure 3.3. To

produce a DC voltage, a hysteretic Josephson junction is switched into the voltage
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state. This hysteretic switching exploits the inherent latching property of these cir-
cuits. To reset the state of the logic gates into the initial state, the bias current of
every combinatorial network is decreased below a specific return current during each
clock cycle. The critical currents and inductances within the SQUID loops are tuned
to switch from the superconductive state into the voltage state of the SQUID when
a specific control current is applied. This signal voltage is transferred between gates
by matched superconductive transmission lines.

Josephson logic enabled sub-nanosecond switching times as early as 1967 [88],
incentivizing further development of Josephson technology for high speed computing.
Multiple obstacles, however, existed in developing a large scale logic circuit. One of
the primary issues is the latching nature of this logic. A high frequency circuit in this
technology requires a high frequency AC bias network, which is a complex system to
design and manufacture [23]. Furthermore, latching circuits sometimes fail to reset
if the rate of change in this AC bias/clock signal is high [102]. This phenomenon is
called punchthrough, where a nonzero probability exists even if the rate of change is
low [103]. Another problem with these early JJ-based circuits was the lead alloys used
during the fabrication process [23]. Lead alloys experience progressive degradation
during thermal cycling, which is unavoidable in superconductive circuits, affecting

the circuit characteristics.



77

However, the primary reason for terminating the IBM effort in 1983 was due to
major advancements in silicon transistor technology [18]. Superconductive circuits
still exhibited performance advantages as compared to silicon electronics, but the
maximum clock frequencies achievable by voltage level superconductive logic was
limited to a few Ghz [23]. These frequencies were achievable in room temperature
silicon and gallium arsenide technologies without requiring cryogenic operation [104].
The performance benefits of superconductive logic circuits were insufficient to tolerate

the significant disadvantage of cryogenic operation.

3.3 RSFQ Logic

The rapid single flux quantum (RSFQ) [23] logic family for superconductive electronic
circuits is introduced in this section. RSFQ is a logic family for low power, high
performance cryogenic computing based on Josephson junctions, first introduced in
1985 by K. Likharev, V. Semenov, and O. Mukhanov [89]. RSFQ circuits are among
the fastest digital circuits. An RSFQ T flip flop has been demonstrated to operate at
770 Ghz [34].

As opposed to voltage level logic, the JJs used in RSFQ circuits are damped close
to the critical damping level (8. ~ 1) while maintaining a non-hysteretic current-

voltage characteristic. Non-hysteretic JJs naturally produce a voltage pulse, called a
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Figure 3.4: Basic RSFQ circuit — transmission line.

single flux quantum (SFQ) pulse. Each SFQ pulse corresponds to a shift in the super-
conductive phase difference across a JJ by 27 - an event referred to as switching a JJ.
These voltage pulses exhibit a quantized area of &g ~ 2.07 mV-ps. A properly biased
and damped JJ in RSFQ technology reproduces a single SFQ pulse before returning
to the superconductive state, eliminating the need to reduce the bias current. This
behavior is schematically shown in Figure 3.4. In RSFQ technology, binary informa-
tion is represented as the existence or absence of an SFQ pulse during a specific clock
period, respectively, a logic one state or logic zero state.

During early development of RSFQ technology, logic gates were connected by
resistors. RSFQ was therefore abbreviated as “resistive single flux quantum.” These
resistors have since been replaced by small inductors, and the RSFQ acronym became

“rapid single flux quantum.” All RSFQ circuits require a bias current; however, as
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opposed to an RF current in voltage level logic, RSFQ circuits are biased by a DC
current [47]. In conventional RSFQ circuits, resistors are utilized within the bias
distribution network [23]. Alternative bias schemes have been proposed. A more
complete discussion of RSFQ logic gates, transmission lines [105], and bias schemes

48] is provided in Chapter 4.

3.4 Reciprocal quantum logic

Reciprocal quantum logic (RQL) was proposed by Q. Herr in Northrop Grumman in
2011 [90]. In this technology, reciprocal pairs of single flux quantum pulses (positive
and negative) represent a logic “one,” while the absence of a pair of pulses represents
a logic “zero.” RQL circuits utilize an AC bias/clock supply, and individual gates are
coupled to these AC power lines by transformers.

RQL gates are composed of transformers, JJs, and inductors. An example of an
RQL circuit — a transmission line — is shown in Figure 3.5. An AC clock is coupled
to the gates by transfomers. The basic logic elements in this technology are A-AND-
NOT-B and AND-OR gates, combined with RS flip flops [90].

An AC clock with a single phase does not provide directionality to the signals —
any forward propagation of a signal during the positive half cycle is compensated by
backward propagation during the negative half cycle [106]. Multiple clock phases are

therefore necessary to propagate data throughout a circuit. As RQL gates are biased
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Figure 3.5: Reciprocal quantum logic transmission line [106].

by the same AC clock, these circuits require a multiphase AC power distribution
network. RQL provides a natural solution to uncertainty in gate timing — the data
pulses are synchronized by each individual clock phase, exhibiting a self-correcting
timing scheme [90].

The primary advantage of RQL is low power dissipation within the cryogenic envi-
ronment — the AC power lines are terminated off-chip. Another important advantage
is the serial application of the bias currents. Conventional RSFQ circuits are biased
in parallel. For large scale RSFQ circuits, these currents can exceed many amperes,
greatly complicating the design of the bias lines and ground planes [108]. In RQL,

the gates are coupled to the same power bus, greatly reducing the magnitude of the
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Figure 3.6: RQL transmission line with a typical clock/bias topology [107].

required current. An example of a multiphase RQL clock/bias scheme is shown in
Figure 3.6.

Among the disadvantages of RQL circuits is the aforementioned multiphase power
bias system. Multi-gigahertz AC power distribution is a complex task. Supercon-
ductive power dividers occupy a significant fraction of the circuit area in RQL cir-
cuits [109], comparable to a RSFQ clock network. RQL gates are also primarily
composed of t