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Abstract—In large chips, the propagation delay of the data and
clock signals can limit performance due to long resistive intercon-
nect. The insertion of repeaters alleviates the quadratic increase
in propagation delay with interconnect length while decreasing
power dissipation by reducing short-circuit current. In order to
develop a repeater design methodology, a timing model charac-
terizing a complementary metal–oxide–semiconductor (CMOS)
inverter driving a resistance–capacitance (RCRCRC) load is presented.
The model is based on the Sakurai short-channel���-power law
model of transistor operation.

The inverter model is applied to the problem of repeaters
to produce design expressions for determining the optimum
number of uniformly sized repeaters to be inserted along a
resistive interconnect line for reduced delay. For a wide variety
of typical RCRCRC loads, this analytical repeater model exhibits
a maximum error of 16% as compared to a dynamic circuit
simulator (SPICE). The advantage of uniformly sized repeaters
versus tapered-buffer repeaters is also investigated using the
repeater model presented in this paper. It is shown that uniform
repeaters remain advantageous over tapered buffers and tapered-
buffer repeaters even with relatively small resistiveRCRCRC loads.

An expression for the short-circuit power dissipation of a
repeater driving an RCRCRC load is presented. A comparison of the
short-circuit power dissipation to the dynamic power dissipation
in repeater chains and related power/delay tradeoffs are made.

Index Terms—Buffer insertion, delay optimization, RC inter-
connect, repeaters.

I. INTRODUCTION

A S THE SIZE of complementary metal–oxide–semicon-
ductor (CMOS) integrated circuits continues to increase,

interconnections have become increasingly significant. With a
linear increase in length, interconnect delay increases quadrat-
ically due to a linear increase in both interconnect resistance
and capacitance [1], [2]. Also, large interconnect loads not
only affect performance, but degrade the waveform shape,
causing excessive short-circuit power to be dissipated in the
stage loading a CMOS logic gate.

Several methods have been introduced to reduce intercon-
nect delay so that these impedances do not dominate the delay
of a critical path. Bakoglu presents a method in which the
delay of a repeater is characterized by the input capacitance
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and output resistance based on the geometric size of the
repeaters [1], [3]. Bakoglu equalizes the delay of the repeaters
and the interconnect delay to optimize the number and size
of the repeaters for a specific resistance–capacitance (RC)
interconnect impedance.

In [4] and [5], Wu and Shiau describe a repeater imple-
mentation to reduce interconnect delay. Their method uses
a linearized form of the Shichman–Hodges equations [6] at
a specific operating point to determine the proper repeater
insertion locations. Nekili and Savaria consider optimal meth-
ods for driving resistive interconnect in [7]. They introduce
the concept of parallel regeneration in [8] in which precharge
circuitry is added to the repeaters to decrease the evaluation
time. Although this technique requires fewer repeaters, extra
area is necessary, and a precharge signal is required to operate
correctly.

Dhar and Franklin present a mathematical treatment for opti-
mal repeater insertion in which elegant solutions are described
to optimize repeaters with and without area constraints [9].
However, the repeater is modeled as a simple resistor and
capacitor and no closed form solution is developed. Other
repeater insertion methods are described in [10]–[12].

In this paper, CMOS inverting repeaters are presented as
a simple yet effective way of reducing the total propagation
delay and transition time characteristics of a system with
highly resistive interconnect. A methodology is presented
for determining the number and size of the repeaters to
attain the minimum propagation delay based on an analytical
expression derived from the-power law model for short-
channel devices [13], [14]. Using the-power law model
permits the development of a repeater design methodology that
considers the short-channel transistor effect of velocity satura-
tion which is not considered in any of the aforementioned
repeater methodologies [1], [3]–[5], [7]–[12]. Furthermore,
the proposed model is based on current versus voltage (I–V)
equations rather than modeling a CMOS inverter as a discrete
resistor and capacitor. Unlike previous work, the method
presented in this paper does not separate the device model
from the interconnect model.

Alternative methods to uniform repeaters drivingRC loads
are also considered in this paper. A tapered-buffer repeater
structure provides high drive capability with low input ca-
pacitance; however, the additional buffer stages may add
significant delay. It is shown here that for even relatively small
resistances, uniform repeaters are more effective in drivingRC
loads than tapered buffers or tapered-buffer repeaters.

In addition to delay, power is considered. With the introduc-
tion of portable and massively parallel applications, power has
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Fig. 1. A CMOS inverter driving anRC load.

become an increasingly important factor in the circuit design
process [15]. For example, clock distribution networks can
account for 40% of the total power dissipated on-chip [16]. A
high performance clock distribution network can contain many
thousands of repeaters due to the distributedRC nature of a
clock tree. Thus, power consumption must be both accurately
estimated and minimized when developing design techniques
that improve the speed of the signal propagation through
long resistive interconnects. The issue of minimizing power
dissipation in repeater systems is therefore analyzed in this
paper. Two components of the transient power dissipation are
considered herein. A comparison of the power contribution
of both the dynamic power and the short-circuit power in
a CMOS inverter driving anRC line is made. An empirical
analysis is presented for determining the optimal number of
repeaters to attain the minimum power when considering both
short-circuit and dynamic power dissipation.

The paper is organized as follows: in Section II, a timing
model of a CMOS inverter driving a lumpedRC load that
forms the basis for the following repeater design methodology
is presented. Equations characterizing the signal delay through
a repeater chain are resented in Section III. A comparison
of these analytic design expressions versus a dynamic circuit
simulator (SPICE) are presented in Section IV. In Section V,
the use of tapered-buffer repeaters versus uniformly sized
repeaters is discussed. Power dissipation in repeater chains
is examined in Section VI. Finally, some conclusions are
presented in Section VII.

II. EXPRESSIONS FOR ANINVERTER DRIVING AN RC LOAD

The foundation for the repeater model is developed in this
section. An analytical model describing the output voltage of
a CMOS inverter driving anRC load (see Fig. 1) given a step
input is presented. The model presented in this section utilizes
a lumpedRC load and a short-channel transistor model which
is more accurate than the traditional Shichman–HodgesI–V
equations [6].

The -power law model accurately describes the effects of
short-channel transistor behavior, such as velocity saturation,
while providing a form of theI–V equation that is both accurate
and tractable. The linear region form of the-power model
is used to characterize theI–V behavior of the ON transistor
since a large portion of the circuit operation occurs within this

Fig. 2. Vds across the N-channel transistor of a CMOS inverter driving
various load resistancesR and a constant load capacitance (C = 100 fF).

region under the assumption of a step or fast ramp input signal.
When the input to the inverter is a unit step or fast ramp,
is initially larger than for a shorter period of time
than if the input to the inverter is a slow ramp. Therefore,
the circuit operates in the linear region for a greater portion
of the total transition time for a largeRC load, particularly
for large load resistances. When the load resistance is large,
a significantIR voltage drop occurs across the load resistor
once the capacitor begins to discharge, making nearly
immediately less than , as shown in Fig. 2. The N-
channel device operates in the linear region once the step input
goes high when driving a large load. Note, however, if the
input waveform increases more slowly or the load impedance
is small, the inverter operates in the saturation region for a
longer time before switching into the linear region [17].

Only the falling output (rising input) waveform is con-
sidered in this analysis. The following analysis, however, is
equally applicable to a rising output (falling input) waveform.
The lumped load is modeled as a resistor in series with a
capacitor. The current through the output load capacitance is
the same magnitude and opposite sign as the N-channel drain
current (the P-channel current is ignored under the assumption
of step or fast ramp input). The capacitive current is

(1)

where is the output capacitance, is the voltage across
the capacitance is the current discharged from the
capacitor, and is the drain current through the N-channel
device.

The N-channel linear drain current is given by [13]

for (2)

In the -power law model, represents the drive current of
the MOS device and is proportional to , represents
the drain-to-source voltage at which velocity saturation occurs
with and is a process dependent constant, and

models the process dependent degree to which velocity
saturation affects the drain-to-source current.is within the
range where corresponds to a device
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Fig. 3. Output response of a CMOS inverter driving a distributedRC load.

operating strongly under velocity saturation, while
represents a device with negligible velocity saturation.
is the supply voltage, and is the MOS threshold voltage
[where ( ) is the N-channel (P-channel) threshold
voltage].

Assuming a unit step input is applied to the circuit shown
in Fig. 1, can be derived from (2). The linear equation,
rewritten in Laplace form, is

(3)

where is the saturation conductance.
Equation (3) yields

(4)

The output voltage of a short-channel inverter driving anRC
load is described by (4). This result is compared to SPICE
[18] for variousRC loads in Fig. 3 and exhibits an accuracy
within 15%.

The information describing the waveform shape permits a
more accurate delay estimation as compared to estimating the
path delay based on the classical Elmore delay model [19].
Since the Elmore delay adds the products of a resistor (com-
posed of the sum of the linearized model of an inverter and the
interconnect resistance) and all of its downstream capacitors,
the Elmore delay does not account for the interaction of an
inverter with theRC interconnect nor does the Elmore delay
consider the shape of the output signal waveform. Thus, by
integrating a more accurate timing model of a CMOS inverter
into methodology for inserting repeaters into anRC line, a
more efficient circuit implementation can be achieved.

The expression for can be rearranged to determine the
time required for a CMOS inverter to reach an output voltage

given a step input signal:

(5)

Equation (5) can be used to express the 50% and 90% output
delay with respect to a step input signal. These time delays
are, respectively,

(6)

and

(7)

These expressions are used in the following section to model
the total delay required by a repeater chain to drive anRC load.

III. D ELAY OF A REPEATER CHAIN DRIVING AN RC LOAD

Equations (5)–(7) presented in the previous section provide
the basis for modeling the total delay of a repeater chain
driving anRC load. Two other expressions are also presented
in this section to complete the repeater delay model. The
resulting delay model for an n-stage repeater is compared to
SPICE and presented in this section.

Analytical expressions describing the behavior of a CMOS
inverter driving a lumpedRC load (as shown in Fig. 1) based
on Sakurai’s -power law model are presented in the previous
section. Equation (5) can be expanded to include the parasitic
capacitances of the following inverting repeater, as

(8)

where and are the capacitances of the following
inverter and the interstage load capacitance (see Fig. 4), re-
spectively.



610 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—II: ANALOG AND DIGITAL SIGNAL PROCESSING, VOL. 45, NO. 5, MAY 1998

Fig. 4. n equal sized CMOS inverting repeaters driving anRC load.

Fig. 5. The analytic and SPICE derived output waveforms of an 11-stage
repeater chain driving an evenly distributedRC load of 1 k
 and 1 pF.

The delay required to propagate a signal through a highly
resistive interconnect can be reduced if the interconnect is
broken up and distributed among a number of repeaters such
as shown in Fig. 4. However, the delay of this signal path
will increase if a nonoptimal number of repeaters is chosen.
In order to choose the optimal number of repeaters for a given
RC load, the delay from the input of the first repeater to the
output of the last repeater must first be determined.

The analytical expression for the total time from the
input to the output of an n-stage repeater system is the sum
of several expressions:

(9)

The first term is the time required for the output of
the first repeater to reach the turn-on voltage of the second
repeater assuming the output voltage is initially at . The
term describes the time required for each repeater
between the first and last stage to transition from
to or vice versa. The time required for the output of
the final repeater to reach 10%, 90%, or 50% of from a
threshold voltage is described by the third component of (9),

[20]. These three components of (9) are described
in more detail below with reference to Fig. 5.

The first component of , is the time required
for the output signal of the first repeater to drop from to

, the threshold voltage of the N-channel device (labeled 1
in Fig. 5) assuming a step input signal. is chosen as the
end point because it is assumed during fast switching that the
pull-up device of the following repeater turns on hard near the
voltage at which the pull-down device turns off. In addition,
it is assumed that the rising (falling) output of an inverting
repeater reaches by the time the falling
input reaches . Thus, the signal waveforms

of the intermediate stages consistently operate between
and . The time for this switching to occur is

(10)

This equation also describes the time for the signal to transition
from ground to when each N-channel transistor
is replaced by a P-channel transistor. All of the following
equations can be similarly expressed for a P-channel device.
Note that is the P-channel threshold voltage and is
negative for an enhancement mode device.

The delay of each successive stage, , ex-
cluding the final stage, is modeled as the time required for the
signal to transition from to . Equation (10)
describes the time for the output signal to change from
to . Therefore, the time for the signal to transition from

to must be subtracted from (10). Equation
(11) describes the time for the output signal to change from

to ,

(11)

Therefore, an intermediate stage delay is described
by for a rising repeater output and
for a falling repeater output (labeled 2 and 3, respectively, in
Fig. 5). The two preceding expressions are alternately added
to the total delay for each corresponding repeater stage up
to the input of the final stage of the chain. The expression

reduces to

(12)

has a similar form of this expression.
The time describes the output of the complete repeater

system in terms of either: (1) the delay to reach 10% or 90%
of from the input which is defined as the 90% output
delay time or (2) the delay at 50% which is defined
as the 50% delay . In order to determine the total delay
to the 90% point, (labeled 4 in Fig. 5) is [from
(7)] minus since (7) is from to 10% and the signal
transition time to must be included. Similarly, to
determine the total delay to the 50% point, is
[from (6)] minus .

Having defined the delay of the components of the repeater
system (labeled 1–4 in Fig. 5), the total time from the step
input at the first repeater to the output of an even number of
repeaters (for a 90% output change) is

(13)

and for an odd number of repeaters, the time is

(14)

A plot of versus the size and number of repeater stages
for an example CMOS technology andRC load is shown in
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Fig. 6. The 90% output delay time for an interconnect line as a function of
the number of repeaters and repeater width. (R = 1 k
; C = 1 pF, 0.8�m
CMOS technology).

Fig. 7. The analytical and simulated 50% and 90% delay times for a 1 k


and 1 pF load evenly distributed across a number of uniformly sized repeaters.

Fig. 6. The optimal implementation of the number and size of
the repeaters for this specificRC load is the minimum point
on this graph. A similar graph can be determined for anyRC
load. Thus, (13) and (14) describe the total delay through an
n-stage repeater system. These expressions are compared to
SPICE in the following section.

IV. A NALYTICAL DELAY MODEL VERSUSSPICE

The accuracy of the delay model for a repeater chain
presented in the previous section is compared to SPICE in this
section. Two differentRC loads have been chosen to exemplify
the effects of the interconnect resistance and capacitance on
the repeater design methodology (theRC loads are 1 k and
1 pF and 3 k and 3 pF). These simulations are based on a
0.8 m CMOS technology. The plots shown in Fig. 7 depict
the 90% output delay and the 50% output delay of an
RC load of 1 k and 1 pF distributed evenly among one to
20 repeaters. The size of each repeater is uniform ( 3

m and 9 m), although this analysis does not restrict
the geometric widths to be uniform. The rise and fall time
of each individual repeater is ratioed to maintain nearly equal
transition times.

The 50% output delay of a chain of repeaters driving an
RC load as a function of the number of repeater stages is
shown in Fig. 7 for both the analytic expression and SPICE.
The maximum error of the 50% and 90% output delays is 12%
and 8%, respectively. Note that the greatest error occurs when

(a)

(b)

Fig. 8. The percent error of the analytical value of the (a) 50% and (b) 90%
output delays versus SPICE for various loads and repeater sizes.

the repeater chain is two or three stages. The repeater model is
most accurate when the loaded inverter operates predominately
in the linear region. With only two or three repeaters, the
inverters operate outside of the linear region for a longer period
of time than with more than three repeaters. As shown in
Fig. 7, there is close agreement between the analytical and
simulated results for a repeater chain with more than four
repeaters.

The error of the analytical delay as compared with the delay
derived from SPICE for a givenRC load, repeater size, and
number of repeaters is shown in Table I and presented in
graphical form in Fig. 8. In Table I, the number of stages
into which the RC load is partitioned is shown in the first
column. The propagation delay of the analytic expression and
SPICE is shown in the second and third columns, respectively.
The error of the analytic expression for the 50% output delay
compared to SPICE is presented in the fourth column. The
same information but for the 90% output delay time is listed
in the fifth through seventh columns. These results are repeated
for different loads and repeater sizes as denoted in the superior
columns.

The deviation of the analytical result from SPICE for both
and is shown as a function of the number of stages in

Fig. 8. As shown in Fig. 8, for largeRC loads (e.g., 3 k and
3 pF), the model becomes less accurate since the repeaters
operate for relatively less time within the linear region. At
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TABLE I
PERCENT ERROR BETWEEN ANALYTICAL TOTAL DELAY MODEL (BOTH 50% AND 90% OUTPUT DELAY) VERSUS SPICE

FOR A GIVEN RC LOAD, REPEATER SIZE, AND NUMBER OF REPEATER STAGES (0.8 �m CMOS TECHNOLOGY)

(a)

(b)

Fig. 9. (a) A single tapered buffer and (b) a three-stage tapered-buffer
repeater system. The first stage is a minimum sized repeater. The tapering
factor is e.

first glance, this behavior may seem to contradict the data
indicated in Fig. 2; however, when each repeater is driving a
large RC load, the input waveforms driving the intermediate
repeater stages degrade, causing those repeaters with slow
input waveforms to operate in the saturation region rather than
in the linear region. However, as shown in Table I, with most
repeater configurations the error is typically much less than
15%.

V. UNIFORM REPEATERS VERSUSTAPERED BUFFERS

AND TAPERED-BUFFER REPEATERS

Depending on the magnitude of theRC load, the form
of the repeater buffer structure to minimize the total delay
may be expected to change. With largerRC loads or large
capacitances, a tapered buffer or a tapered-buffer repeater
system (as shown in Fig. 9(a) and (b) may decrease the total
delay required to propagate a signal along a resistive line.
Intuitively, an interconnect line that is highly capacitive and
nonnegligibly resistive may exhibit characteristics similar to
a purely capacitive line. Since a purely capacitive line is
optimally driven by a tapered buffer [see Fig. 9(a)] [1], [21], a
highly capacitive and moderately resistive line may possibly be
more efficiently driven by a series of tapered buffers [22], [23].
The application of uniform repeaters versus tapered buffers and

tapered-buffer repeaters on anRC line is therefore discussed
in this section.

An estimate of the total delay of a tapered-buffer repeater
system is performed in a manner similar to that presented
for a uniform repeater system. Some modifications, however,
are made to accommodate the use of tapered buffers.,
for example, is now the capacitance of a minimum-sized
inverter since the first stage of each tapered-buffer repeater
is a minimum-sized inverter. The drive current of the
tapered-buffer repeater is related to the size of the final buffer
in each tapered-buffer repeater stage.

The delay for a single tapered-buffer repeater is

(15)

for a tapered-buffer repeater is integrated into a similar
expression as (9). The components of (15) are as follows:
is the gate capacitance of the final buffer in the repeater;is
the input gate capacitance of a minimum-size inverter; and
is the propagation delay of a minimum-size inverter driving a
capacitance [24] since the tapering factor is assumed to
be . For each tapered buffer, the final inverter stage is of size

and the number of stages in the repeater is
(note that this value must be rounded to an integer).

A comparison of the efficacy of tapered buffers and tapered-
buffer repeater systems versus uniformly sized repeaters for
various loads is shown in Table II. Furthermore, the accuracy
of the analytical models for both the uniform and tapered-
buffer repeaters versus SPICE is also listed in the same table.
The single tapered buffer has been optimized for the specified
load capacitance. The results listed in columns 10 and 13
shown in Table II as compared to column five demonstrate the
importance of interconnect resistance. Even small resistances
have a large effect on the signal delay characteristics.RC
loads in which the capacitance is the dominant component
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TABLE II
90% OUTPUT TIME FOR OPTIMALLY SIZED UNIFORM REPEATERS, TAPERED-BUFFER REPEATERS,

AND TAPERED BUFFERS FORVARIOUS LOADS AS COMPARED WITH SPICE

of the interconnect impedance are of primary interest when
considering tapered-buffer repeaters. However, as shown in
Table II, even when driving loads as large as 1 kand
100 pF, the application of uniform repeaters remains more
delay efficient than both tapered buffers and tapered-buffer
repeaters.

VI. POWERDISSIPATION IN INVERTERS ANDREPEATERCHAINS

Power consumption has become one of the premier issues
in VLSI circuit design. There are two primary contributions
to the total transient power dissipated by a CMOS inverter:
dynamic power dissipation and short-circuit power dissipation
[25]–[31]. Dynamic power dissipation is quantified by the
familiar expression , and in repeater chains is due to the
input capacitance of each repeater. On the other hand, short-
circuit power is often neglected since the dynamic power is
assumed to be dominant. As described below and in [25]–[31],
the magnitude of the short-circuit power is both input signal
and load dependent. It is shown in this section that short-circuit
power can be a significant portion of the total transient power
dissipation.

An analytical expression for the short circuit power dissi-
pated by a single inverter driving a capacitive load with a ramp
input signal is presented in Section VI-A. An analysis of the
accuracy of this expression is presented in Section VI-B. A
comparison of short-circuit power to the total transient power
is made in Section VI-C. Finally, the total power dissipation
in a repeater chain is considered in Section VI-D.

A. Short-Circuit Power in a CMOS Inverter

During the temporal region when the input signal is transi-
tioning between and , a dc current path exists
between and ground. The excess current dissipated dur-
ing this region is called the short-circuit (or crossover) current
[28]. Short-circuit current is due to a slow input transition, and
for a balanced inverter, the peak current occurs near the middle
of the input transition. The logic stage following a largeRC
load may dissipate significant amounts of short-circuit power
due to the degraded waveform originating from the CMOS
inverter driving anRC load (see Fig. 10). A pulse of short-
circuit current is exemplified by the solid line in the lower
graph of Fig. 11, i.e., the SPICE-derived data.

The total short-circuit current can be estimated by
modeling as a triangle. Therefore, the integral of

Fig. 10. Nonstep input signal driving CMOS inverter stage creates
short-circuit power in the following inverter stage.

Fig. 11. Graphical estimation of short-circuit current (0.8�m CMOS tech-
nology).

is the area of a triangle, base height. In terms of the
short-circuit current, the height can be modeled as and
the base can be modeled as (see Fig. 11). is the
maximum saturation current of the load transistor and depends
on both and , therefore, is both input waveform
and load dependent. The value of is the time during which
the P-channel and the N-channel transistors are both turned on,
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TABLE III
ESTIMATE OF SHORT-CIRCUIT POWER DISSIPATED BY

A CMOS INVERTER (0.8 �m CMOS TECHNOLOGY)

permitting a dc current path to exist between and ground.
This time occurs over the region, .
Therefore, is the difference between the time to reach
the N-channel threshold voltage and the P-channel threshold
voltage, . The area defined by this triangle is

, which models the total short-circuit current
sourced by a CMOS inverter due to a nonstep input signal

[17], [29].
The total short-circuit current multiplied by and is

the short-circuit power. The short-circuit power dissipation
of the following stage for one transition (either rising

or falling edge) can therefore be approximated by

(16)

with the expression for being

(17)

By inserting this expression for into (16), the short-
circuit power dissipation of a CMOS inverter following a
lumpedRC load over both the rising and falling transitions is

(18)

The results of this expression are compared to SPICE in the
following subsection.

B. Accuracy of the Short-Circuit Power Dissipation Expression

The short-circuit power derived from (18) for a wide range
of RC loads between the CMOS inverter stages shown in
Fig. 10 is compared with SPICE in Table III. TheRC load
of the driving inverter is described in the first two columns
of Table III. The short-circuit power predicted by (18) and
derived from SPICE is shown in the third and fourth columns,
respectively. The percent error between the analytical expres-
sion and SPICE is shown in the final column.

For smallerRC loads, hence, faster transition times, there
is negligible short-circuit power since a direct path from the
power supply to ground does not exist for any significant
time. The short-circuit power becomes nonnegligible when
larger interconnect loads between the two CMOS stages cause
a transition time of significant magnitude, e.g., a transition
time greater than 0.5 ns for a 0.8-m CMOS inverter. At this

borderline value, the analytical differs from SPICE by a
maximum error of 41%. As theRC load and transition time
increase, the analytical model more closely predicts the short-
circuit current derived from SPICE. ForRC loads exceeding
0.1 ns, errors less than 15% are typical. Furthermore, the
short-circuit power becomes a significant portion of the total
power dissipation when the CMOS inverter is loaded by larger
RC loads, creating long transition times. It is this region of
highest accuracy that is of greatest interest when considering
short-circuit power in resistively loaded CMOS inverters.

The error of the analytical expression for is bounded
by the RC time constant characterizing the interconnect load
impedance. For 0.8-m CMOS technology, the percent error
is less than 15% for anRC time constant greater than 0.1 ns.
For an RC time constant less than 0.1 ns, the percent error
increases to approximately 40%.

One source of error in estimating the short-circuit power de-
rived from (18) is found by examining the transition time of the
input waveform. Comparing the analytical solution to the tran-
sition time generally yields pessimistic results when compared
to SPICE (see Table I). By inserting these pessimistic transi-
tion times into (18), the resulting short-circuit power is also
pessimistic, as demonstrated by the data presented in Table III.

Another source of error not modeled in these repeater
delay and power equations is caused by signal overshoot of
fast transient waveforms. This overshoot may increase
above or below ground and is caused by the diffusion
capacitance of the inverter. This overshoot occurs early during
the transition time and causes current to flow opposite to
the expected direction, thereby reducing the total short-circuit
current. This behavior, in turn, reduces the total short-circuit
power, increasing the discrepancy between SPICE and (18),
which does not consider transient overshoot. The phenomenon
of signal overshoot can be observed in Fig. 11.

C. Short-Circuit Power as Compared to the Total
Transient Power in a CMOS Inverter

For a given supply voltage and frequency, dynamic power
dissipation depends only on the load capacitance and does
not depend on the input waveform shape or load resistance.
In contrast, the short-circuit power dissipation changes with
both input waveform shape and output load resistance and
capacitance. The ratio of the short-circuit power to the total
transient power (the sum of the dynamic and short-circuit
power) of a CMOS inverter with respect to the load resistance
R for three values of load capacitanceC is shown in Fig. 12.
Note that with increasing load resistance, the short-circuit
power dissipation cannot be neglected, since, as shown in
Fig. 12, it can comprise more than 20% of the total transient
power dissipation.

D. Power Dissipation in Repeater Chains

As the input transition slows, more short-circuit power is
dissipated within the repeater stage. The input signal transition
time is dependent upon the number of repeaters in the chain. If
additional repeaters are inserted into a line to drive a long resis-
tive interconnect, each repeater drives a smallerRC load with
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Fig. 12. Ratio of short-circuit power to total transient power versus load
resistance for varying load capacitance.

Fig. 13. Short-circuit current and power dissipated in a four-stage repeater
system withWN = 5 �m andWP = 15 �m, f = 10 MHz.

a waveform exhibiting a faster transition time, permitting the
input transition of the following repeater to be faster. However,
these additional repeaters may increase the short-circuit power
of the total repeater system. The peak short-circuit current,
which is proportional to the device width, is the other primary
factor that determines the magnitude of the short-circuit power
[17], [24], [29]. An example of short-circuit current and power
in a repeater chain is shown in Fig. 13.

Simulations demonstrate that when device sizes are small,
the contribution of short-circuit power is small in comparison
to the dynamic power, typically ranging from 1% to 5%.
As the geometric width of the repeaters is increased, the
contribution of the short-circuit and dynamic power also
increases. However, as the geometric width and the number of
repeaters increase, dynamic power increases linearly, whereas
short-circuit power changes nonlinearly. A comparison of
short-circuit power versus dynamic power of a repeater system
driving an RC load of 1 k and 1 pF is shown in Fig. 14.
Both the short-circuit power and the dynamic power dissipated
within the repeater chain versus the number of repeaters are
shown. For the larger sized repeater, the peak short-circuit
power is about 30% of the dynamic power at two stages; at five
stages the short-circuit power is 12% of the dynamic power;
and at nine stages, about 5%. A five stage repeater system
provides the minimum transition time for thisRC load. Thus,
reducing the repeater size to 15 and 45m from 25 and 75

m saves 40% in area (200 m ), reduces the short-circuit

Fig. 14. The short-circuit and dynamic power dissipation versus the number
of stages in a repeater system. Note the small increase in short-circuit power
from nine to ten stages for the larger sized repeater due to the increase in
peak current with negligible improvement in transition time.

power by 60%, and reduces the dynamic power by 12% in
return for a 5% increase in delay. Note that the maximum
short-circuit power savings occurs when the input transition
time of each repeater is approximately equal to the repeater
output transition time [24], [30].

VII. CONCLUSION

A closed form timing model of a CMOS inverter driving
a resistive-capacitive load based on the-power law device
model has been presented. This new analytical expression
differs from previous work because the short-channel transistor
effect of velocity saturation is considered. The timing model
for a CMOS inverter has been expanded to determine the
overall delay of a signal propagating through a uniform
repeater chain driving a large distributedRC load. Analytical
estimates of delay with these design equations are within
16% of SPICE for loads representative of long resistive
interconnect.

The performance characteristics of uniform and tapered-
buffer repeaters are compared for a variety ofRC loads. The
resistance inRC lines is found to have a larger than expected
effect on the delay of a signal propagating along a long line.
Uniform repeaters outperform tapered buffers and tapered-
buffer repeaters when driving even relatively low resistiveRC
loads. It is thus more advantageous to use a number of small
uniform repeaters rather than a few (or one) tapered-buffer
repeaters.

Power dissipation in CMOS inverters and repeaters driving
RCloads has also been investigated. A closed form analytic ex-
pression for short-circuit power in a CMOS inverter driving an
RC load is presented. In the region of interest, this expression
exhibits a maximum error of 15% as compared to SPICE. It is
also shown that short-circuit power can represent up to 20% of
the total dynamic power dissipation. An empirical comparison
of power in repeater chains is presented. The application of
the repeater expressions developed in this paper to a specific
repeater implementation demonstrate that a 4% decrease in
input to output delay can be traded off for a 40% savings in
area and a 15% savings in power.

In summary, inserting repeaters into anRC line can greatly
improve the signal delay characteristics. A design method-
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ology for accurately inserting repeaters into anRC line is
presented in this paper.
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