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Abstract

The design of clock distribution networks in synchronous
digital systems presents enormous challenges. Controlling
the clock signal delay in the presence of various noise
sources, process parameter variations, and environmental
effects represents a fundamental problem in the design of
high speed synchronous circuits. A polynomial time algo-
rithm that improves the tolerance of a clock distribution net-
work to process and environmental variations is presented
in this paper. The algorithm generates a clock tree topol-
ogy that minimizes the uncertainty of the clock signal de-
lay to the most critical data paths. Strategies for enhancing
the physical layout of the clock tree to decrease delay uncer-
tainty are also presented. Application of the methodology on
benchmark circuits demonstrates clock tree topologies with
decreased delay uncertainties of up to 90%. Techniques to
enhance a clock tree layout have been applied on a set of
benchmark circuits, yielding a reduction in delay uncertainty
of up to 48%.

1. Introduction
The primary characteristic of the microelectronics revo-

lution is the rapid decrease in device size, producing phe-
nomenal increases in circuit density, functionality, and oper-
ational clock frequencies [1, 2]. The scaling of device geo-
metries supports the system-on-a-chip integration of multi-
ple subsystems [3], greatly increasing the number of on-chip
clocked elements. This development has resulted in hun-
dreds of thousands of elementary operations being executed
in sequences specified by application-specific algorithms and
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controlled by a clock signal, operating within time periods
well below a nanosecond [4]. These constraints require tight
timing control of the arrival times of the clock signal at the
many registers throughout an integrated circuit. Deviations
of the clock signal from the target delay can cause incorrect
data to be latched within a register, resulting in the system
malfunctioning.

Uncertainty of the clock signal delay is introduced by a
number of factors that affect the clock distribution network,
examples of which include process and environmental pa-
rameter variations [5, 6, 7] and interconnect noise [8]. Ef-
fects such as the non-uniformity of the interconnect lines and
interlevel dielectric variations [9] introduce uncertainty in the
delay of the clock signal arriving at different registers. Envi-
ronmentally induced parameter variations caused by changes
in the ambient temperature [10] and external radiation [11]
also produce delay uncertainty. On-chip noise due to induc-
tance effects [12, 13] and coupling among interconnects [14]
introduces additional clock signal delay uncertainty as the
clock frequencies increase deep into the multi-gigahertz fre-
quency range. The sensitivity of a clock distribution network
to these effects has become an issue of fundamental impor-
tance to the synchronous design problem [15, 16, 17].

An algorithm that improves the tolerance of a clock dis-
tribution network to delay uncertainty is presented in this pa-
per. The algorithm focuses on the topological design of a
clock distribution network, extracting the clock tree topology
based on the temporal criticality of the data paths. The con-
cept of the algorithm is summarized in Section 2. The steps
of the algorithm are described in Section 3. The application
of the proposed algorithm to benchmark circuits in order to
enhance the clock tree topology is discussed in Section 4.
Enhancements to the physical layout of the clock tree are re-
viewed in Section 5. Finally, some conclusions are presented
in Section 6.

2. Concept of the Algorithm

The most crucial effect of the uncertainty introduced in
clock signal delays is the increased delay uncertainty be-
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tween the arrival times of different clock signals that drive
sequentially-adjacent registers connected by a combinational
path. The more strict the setup and hold time constraints of
a combinational data path, the more sensitive the timing of
a data path is to delay uncertainty. A small difference in the
clock signal delay can violate these constraints and cause a
circuit to malfunction. The clock signal is distributed along
different paths within a clock tree. These paths share a com-
mon part of the clock tree from the source of the clock signal
to a branch node, as shown in Fig. 1. At a branch node,
the paths split and the clock signal propagates along differ-
ent, non-common parts of the tree to arrive at the individual
registers. As shown in Fig. 1, the effects of process and envi-
ronmental parameter variations (PEPV) on the common part
of the clock tree introduce identical delays to those clock
signals driving sequentially-adjacent registers [4]. Alterna-
tively, along the non-common part of the clock tree, PEPV
may introduce different clock delays and thereby cause a vio-
lation of the strict timing constraints of the critical data paths.
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Figure 1. Introduction of different clock sig-
nal delays to the non-common portions of the
clock tree.

The clock tree topology (CTT) that specifies the hierarchy
of the branch nodes within the clock tree can greatly affect
the delay uncertainty introduced along the clock paths [18].
In particular, as the common portion of two paths in a clock
tree increases, the delay uncertainty between the leaves of
these paths is likely to decrease. The common portion of the
two paths can be increased by separating these paths from
a branch node deeper within the clock tree (closer to the
leaf registers). The algorithm presented in this paper relies
on this principle to generate a clock tree topology with im-
proved tolerance to PEPV. The objective of the algorithm is
to minimize the delay uncertainty of the sensitive data paths
within a circuit. In this way, the overall tolerance of a circuit
to delay uncertainty can be improved.

A synchronous digital circuit is represented in the algo-
rithm as an edge-weighted graph r , which is called an un-
certainty graph. An example of an uncertainty graph repre-
sentation is shown in Fig. 2. Each node s in the graph r de-
notes a register in the circuit. Each edge s t v in r denotes
a combinational path between the registers corresponding tos and v in the original circuit. The weight x y s { v | of each
edge represents the tolerance of the corresponding data path

} ~ � � � �} ~ � � ~
} ~

}

Figure 2. Graph representation of a circuit.
to PEPV which imposes a constraint on the delay uncertainty
of the clock signals driving the registers s and v . In particu-
lar, for the circuit to function correctly, this uncertainty must
not exceed x y s { v | . For example, the path corresponding to
the edge 3 t 4, as shown in Fig. 2, is critical, since the path
can tolerate zero uncertainty in the clock delays from the
clock source to the bounding registers. Alternatively, path
4 t 5 can tolerate up to 3 tu (time units) of delay uncertainty.

Integer-valued time units are used in this example and in
the rest of the paper to improve the clarity of the presenta-
tion. In the implementation of the algorithm, the tolerance of
the data paths to delay uncertainty is represented using real
numbers.

The algorithm relies on a topological delay uncertainty
metric to generate clock trees that satisfy targeted uncertainty
constraints. Specifically, given two paths, the delay uncer-
tainty between the clock signals at the corresponding leaf
nodes is assumed to be equal to the number of internal nodes
within the tree (or branch nodes) in the non-common portions
of the paths. The basic assumption underlying this metric
is that as the number of non-common tree nodes between
two paths increases, these paths share a smaller portion of
the clock tree and the delay uncertainty between these paths
therefore increases.

A clock tree topology that satisfies the delay uncertainty
constraints of the graph shown in Fig. 2 is illustrated in
Fig. 3. Consider, for example, the critical data path 3 t 4.
This path can tolerate zero delay uncertainty between the
clock signals arriving at the registers 3 and 4. The clock
paths driving these registers split at the internal node 7 and
arrive at registers 3 and 4. There are no non-common branch
nodes between these two clock signal paths, therefore, these
paths share the greatest portion of the clock tree. For data
path 2 t 4, the clock paths split at the internal node 8. The
number of non-common branch nodes of the two paths is one
(node 7) which is equal to the delay uncertainty constraints
for this data path. For data path 4 t 6, the paths from the
clock source split at node 9, and the number of non-common
branch nodes is two (nodes 7 and 8) which is also equal to
the edge weight x y � { � | .
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Figure 3. Clock tree topology for the circuit
shown in Fig. 2.
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(a) 1st Iteration: The clock signal is
distributed to the registers of the most
critical data path 3 ¦ 4 from branch
node 7.
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(b) Branch node 7 replaces the nodes
that it drives within the graph. The
weights of the redirected arches (bold)
are reduced by one.
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(c) 2nd Iteration: The clock signal is
distributed to the registers of the most
critical data paths 1 ¦ 7 and 2 ¦ 7 from
branch node 8.
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(d) Branch node 8 replaces
the nodes that it drives
within the graph. The
weights of the redirected
arches (bold) are reduced by
one.
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(e) 3rd Iteration: The clock
signal is distributed to the
registers of the most critical
data path 8 ¦ 6 from branch
node 9.

µ¶ · ¸

(f) Branch node 9 replaces
the nodes that it drives
within the graph. The
weights of the redirected
arches (bold) are reduced by
one.
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(g) 4th Iteration: Only one
node (10) is inserted in the
graph. The algorithm termi-
nates.

Figure 4. Iterations of the algorithm to reduce the input graph to a single node.

3. Description of the Algorithm

The algorithm presented in this section extracts the clock
tree topology (CTT) by determining the hierarchy of the
branch nodes of the tree such that the clocked elements of
the most critical data paths share the greatest portion of the
clock tree. The extracted topology can be further applied in
the process of clock tree synthesis to generate a clock distri-
bution network with improved tolerance to PEPV. Based on
the information characterizing the topology of a clock tree,
a physical layout can be developed which includes the inter-
connect, the placement of the branch nodes, and the location
of the inserted clock buffers [16]. A technique that applies
the concept of this methodology to produce a physical clock
tree layout with reduced delay uncertainty is demonstrated in
Section 5.

The algorithm starts by iteratively selecting from the un-
certainty graph the registers of the data paths with the min-
imum tolerance to PEPV. These paths correspond to those
edges with the minimum edge weight. In each iteration, a
new branch node is introduced, and the clock signals are dis-
tributed from that node to the selected registers. The selected
register nodes are replaced in the graph by a branch node.
The edges entering or leaving the replaced nodes are redi-
rected to the introduced branch node, and the edge weights
are adjusted to reflect the new tolerance of these edges. The
algorithm continues until only one node remains in the graph.
The clock tree topology that satisfies all of the uncertainty
constraints is obtained by unfolding the computation to es-
tablish the connections among the hierarchically introduced
branch nodes.

The execution of the proposed algorithm on the uncer-
tainty graph shown in Fig. 2 is illustrated in Fig. 4. The al-
gorithm starts with the graph shown in Fig. 4(a). The mini-

mum-weight edge in this graph is between nodes 3 and 4.
The clock signal is distributed to these nodes from the new
branch node 7. Node 7 is inserted in the uncertainty graph as
shown in Fig. 4(b), replacing the selected nodes 3 and 4. The
edges leaving or entering nodes 3 and 4 are redirected to node
7. The weights of these edges are reduced by 1 tu, the amount
of uncertainty introduced by the branch node 7. The iterative
application of this basic procedure continues until only one
node remains in the graph (node 10) as shown in Figs. 4(c)
through 4(g). At this point, the algorithm extracts the final
clock tree topology, which is shown in Fig. 3. Note in Fig. 3
that nodes 3 and 4 (corresponding to the most critical data
path with zero tolerance to PEPV) share the greatest portion
of the clock tree from the clock signal source to branch node
7. In the case of a less critical data path such as the path be-
tween nodes 4 and 6, the clock paths to the registers have in
common a smaller portion of the clock tree.

The correctness of the CTT generation algorithm can be
proved by an inductive argument showing that after each it-
eration the generated clock tree satisfies all relevant uncer-
tainty constraints. The algorithm has polynomial complexity,
terminating in ¹ y » ¼ | steps, where » is the number of nodes
in the uncertainty graph. The number of iterations is » , and
within each iteration, the number of updates is proportional
to » .

4. Enhanced clock tree topology

The process in which the proposed algorithm reduces the
non-common portion of the clock tree that drives the critical
data paths of a circuit is illustrated in Fig. 5. The topology
generated by the proposed algorithm is compared with a bi-
nary tree topology under the assumption that the delay un-
certainty between the clock signals immediately following a
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branch node is constant and equal to ½ tu. In this case, in a
binary clock tree as shown in Fig. 5(a), the clock delay un-
certainty for the data path 1 t 3 is ¾ ½ due to the branch nodes
7, 8, and 10. In the extracted clock tree topology as shown
in Fig. 5(b), the corresponding delay uncertainty for the data
path 1 t 3 is À ½ due to the branch nodes 7 and 8. A 33% re-
duction in delay uncertainty is therefore introduced to those
clock signals that drive the data path 1 t 3. In the same way,
the delay uncertainty for the data paths 2 t 4 and 4 t 6 is re-
duced by 33% and 25%, respectively. Therefore, the timing
margins for those data paths in the circuit shown in Fig. 5(b)
can be less strict than for the circuit shown in Fig. 5(a). In this
example, the clock period is not decreased since the delay un-
certainty for the most critical data path 3 t 4 is the same for
both clock tree topologies.

The proposed algorithm has been tested on a number of
benchmark circuits (see Table 1). In these tests, the average
reduction in delay uncertainty for a set of critical data paths
has been determined. By reducing the delay uncertainty of
these critical data paths, the overall timing constraints can be
relaxed, thereby reducing the clock period and improving the
overall circuit performance.

In evaluating the benchmark circuits it is assumed that the
original clock tree topology is a balanced tree. The reduction
in delay uncertainty is determined for four different branch-
ing factors (BF) of the balanced tree. The branching factor of
a tree is the number of branches leaving from a branch node
within a tree. The results of these experiments are listed in
Table 1. It is shown that the delay uncertainty of the criti-
cal data paths can be reduced by up to 90%. Note in Table 1
that the smaller the branching factor of the original clock tree
topology, the greater the reduction in delay uncertainty. As
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(a) Binary clock tree topology for an arbitrary circuit
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(b) Algorithmically extracted clock tree topology for the
same circuit

Figure 5. Comparison between a binary tree
and the algorithmically extracted CTT.

Table 1. Reduction in delay uncertainty of the
most critical data paths. BF describes the
branching factor of the original binary tree.

Number Avg. reduction (%) of delay uncertainty
Benchmark of for a set of critical data paths

Files Registers BF = 2 BF = 4 BF = 8 BF = 16

S27cp 20 33.3% 25% 0% 0%
S386 20 39.5% 18.7% 12.5% 0%
mm4a 23 72.9% 50% 37.5% 0%
S1196 46 83.3% 66.7% 50% 50%
S1238 46 60% 30% 0% 0%

mult16b 48 83% 66.7% 50% 50%
mult32a 66 84.5% 71.1% 58.9% 50%
S838 1 67 58.9% 35.7% 13.2% 5.9%
S953 68 66.4% 45.2% 23.8% 21.4%
S641 77 84.8% 71.8% 60.4% 50%
sbc 120 84.3% 70.2% 57.1% 50%

S9234 209 82% 66.3% 52.1% 44.6%
S5378 246 84.2% 70.3% 58.1% 48.8%

S38584 1 446 90% 80% 75% 66.7%
diffeq 454 87.7% 77.6% 65.6% 60.6%
dsip 644 88.7% 79.4% 66.7% 64.8%

bigkey 683 88.7% 79.4% 66.7% 64.8%

the branching factor decreases, the number of branch nodes
within the clock tree increases and the tree becomes deeper.
More non-common branch nodes can, therefore, be removed
between the clock paths that drive the registers of the criti-
cal data paths, achieving a higher reduction in delay uncer-
tainty. When the branching factor increases, the number of
non-common branch nodes between the paths is reduced, and
the achieved reduction in delay uncertainty is smaller.

As shown in Table 1, in certain smaller circuits the reduc-
tion in delay uncertainty is zero when the branching factor is
high. In these specific cases, the clock paths driving the reg-
isters of the critical paths already share the greatest common
portion of the clock tree, therefore a decrease in delay uncer-
tainty is not possible. Alternatively, the larger circuits have
a deep clock tree even in those cases where the branching
factor is high. A significant reduction in delay uncertainty in
these circuits is shown for all of the branching factors.

5. Enhanced clock tree layout

The proposed methodology can also be exploited within
the layout domain to further reduce delay uncertainty. The
placement of the branch nodes of the clock tree is determined
in order to reduce the length of the non-common portion of
the clock tree for those clock paths that drive the registers
of the critical data paths. The delay uncertainty of the clock
signals driving these critical data paths is thereby reduced.

The input to the branch node placement process is a set of
physical coordinates that specify the locations of the registers
within a circuit. Each register is, therefore, represented as a
terminal point. The routing of the clock lines is only allowed
along the grid formed by the intersection of the horizontal
and vertical lines through the terminal points. As shown in
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Table 2. Reduction in wire length and delay uncertainty for the most critical data paths
Wire length of the non-common Delay uncertainty

Data Paths portion of the clock tree between clock signal paths
MWL tree RDU tree Reduction MWL tree RDU tree Reduction

ä å ç
7.3 4.9 32% 3.6 2.0 43%é é å ç
7.9 5.5 30% 4.0 2.5 35%ì å ä

13.5 11.1 17% 6.9 5.5 20%é å ä
12.6 10.2 19% 6.5 5.3 17%é î å ä
7.4 5.7 22% 3.5 3.2 10%ï å ç

12.4 12.6 -1% 4.1 3.8 5%ð å ä
1.9 1.9 0% 0.8 0.8 0%é é å ä
0.6 0.6 0% 0.3 0.3 0%

Average 7.9 6.5 17% 3.7 2.9 21%

[19], a Minimal Rectilinear Steiner Tree exists in this grid
which connects all of the terminal points. The root of the
tree is the source of the clock signal which is assumed to be
at the center of a square plane that contains all of the terminal
points.

Alternatively, the non-common part between the clock
paths that drive the registers of the critical data paths can be
minimized rather than the overall wire length of the clock
tree. Since the non-common portion of the clock tree is
reduced, the delay uncertainty of the clock signal on these
clock paths is also reduced. The delay uncertainty of a line
segment is determined by a normal distribution function with
a zero mean and a variance proportional to the length of the
segment. The total delay uncertainty along a clock path is the
sum of the delay uncertainties of all of the segments along
that path. Furthermore, the delay uncertainty between two
different clock paths is equal to the sum of the delay uncer-
tainty values of all of the segments within the non-common
portion of these paths. A similar model was proposed by
Fisher and Kung in [20].

The proposed methodology has been tested on a number
of benchmark circuits. The generated clock tree layouts are
compared with minimal wire length trees to determine the re-
duction in delay uncertainty. A minimal wire length (MWL)
tree for a benchmark circuit is shown in Fig. 6(a). A reduced
delay uncertainty (RDU) tree, based on the model proposed
in this paper for the same circuit is shown in Fig. 6(b).

The length of the non-common portion of the clock tree
and the delay uncertainty of the critical paths for these two
different layouts are compared and these results are listed in
Table 2. The length of the non-common portion of the clock
paths is reduced on average by 17% with an average reduc-
tion in delay uncertainty of 21%. The overall wire length
of the RDU tree shown in Fig. 6(b) is increased by 4.5% as
compared with the wire length of the MWL tree shown in
Fig. 6(a). The increased wire length produces an increase in
the non-common portion of the clock tree for certain, less
critical, data paths. The reduction of delay uncertainty in
these paths is, therefore, small or zero, as listed in Table 2
for data paths 6 t 4, 8 t 3, and 11 t 3.

The average reduction in the delay uncertainty and wire
length of the non-common portion of the clock tree for a set
of benchmark circuits is listed in Table 3. Note in Table 3
that the overall wire length of the RDU trees increases as
compared with the wire length of the MWL trees. A trade-
off, therefore, exists between a reduction in delay uncertainty
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(a) Minimum wire length (MWL) tree
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(b) Reduced delay uncertainty (RDU) tree

Figure 6. Comparison of the layout of a clock
distribution network based on two different de-
sign objectives
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Table 3. Reduction in delay uncertainty and wire length of the non-common portion of the clock tree
for a set of benchmark circuits

Increase in Average wire length of the non- Average delay uncertainty
Circuit wire length common portion of the clock tree between clock signal paths

for RDU trees MWL tree RDU tree Reduction MWL tree RDU tree Reduction

ex6 +13% 5.1 4.8 6% 2.5 1.2 54%
bbara +12% 8.2 5.4 34% 2.5 1.2 48%
s420 +5% 5.9 5.1 13% 3.2 1.8 45%
opus +1% 6.1 5.5 10% 2.7 1.8 33%

S420 1 +13% 9.1 9.1 0% 3.7 2.6 30%
ex4 +5% 8.0 6.4 19% 2.8 2.2 21%
s208 +7% 6.9 7.0 -1% 2.4 2.0 14%
dk16 +8% 5.0 4.7 5% 1.8 1.6 11%
dk17 +25% 6.6 5.8 11% 2.1 1.9 6%

and an increase in wire length when applying this clock tree
topology synthesis methodology.

6. Conclusions
A methodology for generating a clock distribution net-

work with high tolerance to process and environmental vari-
ations is presented. An algorithm that extracts a clock tree
topology in order to minimize the delay uncertainty of the
clock signals that drive the most critical data paths is pre-
sented. The hierarchy of the branch nodes of the clock tree is
determined such that the clocked elements of the most crit-
ical data paths share the greatest portion of the clock tree.
Simulation results from the application of the algorithm to
benchmark circuits demonstrate significant improvement in
the tolerance of a circuit to process and environmental varia-
tions. Further experiments in the layout domain demonstrate
a significant reduction in the delay uncertainty of the critical
data paths with a small penalty on the overall wire length of
the clock tree.
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