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Abstract—Cryogenic computing systems, such as super-
conductive electronics and quantum processors, consist of
multiple, independent functional components. These com-
ponents, functioning across a wide temperature range from
room temperature to millikelvin temperatures, exhibit
diverse power and performance characteristics. Efficient
thermal management of these systems is important to min-
imize power consumption and heat load while satisfying
performance constraints.

A methodology for the thermal optimization of multi-
temperature cryogenic computing systems is presented.
Unlike previous approaches that rely on predetermined
refrigeration stages and fixed computing assignments per
stage, the proposed method determines the optimal num-
ber of temperature zones and component assignments
per zone based on local power and performance pro-
files. The total power consumption is minimized while
satisfying delay constraints. The methodology employs
graph theory and optimization techniques to accelerate
the search process. Two example cryogenic computing
systems are optimized as case studies to demonstrate the
methodology. A thirteen times and six times reduction in
power is achieved in these case studies; concluding, for
these cases, that the components should be grouped into
three refrigeration chambers, each operating at different
temperatures.

Index Terms—Thermal optimization, cryoCMOS, SFQ,
cryogenic computing systems, graph theory

I. INTRODUCTION

The computing industry is advancing along several
distinct trajectories, many of which operate at cryogenic
temperatures. Two examples of these trajectories are
superconductive digital computing systems and quantum
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computing systems [1], [2]. Superconductive digital elec-
tronics is a highly promising beyond-CMOS technology,
offering both ultra-low power consumption and ultra-
high speed [1], [3]. These systems operate at cryogenic
temperatures [4], as superconductivity is achieved in
niobium at temperatures below 9.3 K and frequently
cooled to liquid helium temperature, 4.2 K.

Despite the low energy efficiency of operating at cryo-
genic temperatures in small scale applications, a signifi-
cant increase in efficiency is observed as the complexity
of the system being cooled increases. For example, at 4
K, the energy efficiency can range from 1% of Carnot
efficiency [5] for small systems to as high as 35% for
large scale liquefaction plants [6]. This enhancement in
energy efficiency allows large scale cloud computing
centers to operate at greater performance and higher
energy efficiency [7].

These systems can be partitioned into multiple com-
puting components (or units), each of which can be
placed within a different temperature zone. Quantum
computers, for example, apart from the quantum proces-
sor operating at millikelvin temperatures, may consist
of single flux quantum (SFQ) circuitry [1], CMOS cir-
cuitry, and various support blocks such as phase locked
loop oscillators and low noise amplifiers [8]. Distributed
computing systems are composed of thousands or even
millions of processors distributed across multiple data
centers.

Each unit exhibits different power consumption pro-
files, performance characteristics, and thermal load re-
quirements. The available cooling power per kilowatt in-
put differs across temperatures [9]. Consequently, certain
circuits may benefit from operating at lower tempera-
tures, whereas other circuitry would achieve satisfactory
performance at higher temperatures. Increasing energy
efficiency at cryogenic temperatures combined with the
higher cooling efficiency of large scale refrigeration
results in higher power efficiency and improved perfor-
mance as compared to operating at room temperature [7],
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Fig. 1: Five different possible cooling configurations
available for a three unit system

[10]. Previous approaches on managing this system have
relied on a pre-determined number of cooling stages and
unit configurations [9], [11].

The methodology proposed here addresses the limita-
tions of earlier approaches by optimizing the number of
refrigeration stages based on the specific requirements of
the system. Rather than relying on fixed unit assignments
per refrigeration stage, the proposed method introduces
flexibility by enabling units to be grouped based on the
local performance and power profiles, ensuring that each
group operates at the most energy efficient temperature.
Both the number of stages and the configuration of the
units within those stages are determined based on perfor-
mance constraints, while maximizing energy efficiency
and minimizing power consumption. As an example,
consider an idealized system composed of three units
with five different configurations, as shown in Fig. 1.
Each of these configurations can operate at a different
set of temperatures, producing different performance
and power consumption characteristics. The proposed
methodology would determine the optimal configuration
and set of temperatures.

The paper is organized as follows: A proposed solution
to the temperature optimization problem is reviewed in
Section II. A discussion of the algorithmic complexity
is also presented, followed by a method to accelerate
the algorithm. Two case studies, a hybrid superconduc-
tive/semiconductor distributed computing system and a
quantum computing system, are optimized using the
proposed methodology, as discussed in Section III. Some
conclusions are offered in Section IV.

II. METHODOLOGY

Optimization of multi-temperature zone systems is
achieved here through a graph theoretic approach [12].

The proposed methodology is divided into two primary
phases: the construction of the graph of a system and
determining the optimal path within the graph. In the
first phase, the system, composed of multi-temperature
zones, is divided into multiple units or groups of units,
and the corresponding graph is constructed. A unit here
represents an independent functional component of the
system, characterized by a power and delay which varies
according to the operating temperature. As depicted
in Fig. 2, each node (A, B, and C) in the graph
represents a group of units, while the edge weights
(Tij , pij , dij) represent an operating temperature Tij for
a specific group. Each edge is assigned two weights at
a given temperature: power consumption pij and delay
dij . The optimal path through the graph corresponds to
the path that minimizes the total power consumption
while satisfying a target delay constraint. The total power
consumption and delay are, respectively, the sum of the
power weights along a path, and the sum of the delay
weights along a path. The power weight is a cost function
which depends upon the temperature of the current and
previous chambers and the power consumption of the
unit, as described in the next subsection. In the second
phase, the optimal path is determined using several
optimization techniques, including graph pruning and
dynamic programming (ϵ-dominance based partitioning
[13]), to accelerate the search process. After determining
the optimal path for all of the constructed graphs, the
results are compared to determine the optimal number
of temperature zones.

An algorithm is proposed to solve the problem of
temperature optimization, as described in Section II-A.
An assessment of the complexity of the algorithm is
discussed in Section II-B, and a method to accelerate
the algorithm is reviewed in Section II-C.
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Fig. 2: An example of a constructed graph of a parti-
tioned multi-temperature computing system. The nodes
represent the partitioned group of units, and the edges
represent the temperature of operation and corresponding
power consumption and delay of the unit operating at
that temperature.



A. Proposed algorithm

The proposed algorithm systematically explores all
possible groupings and sequences of units, applying edge
dependent shortest path computation to determine the
optimal configuration. The methodology consists of the
following steps:

1. Generate all possible groupings of units.
2. For each group configuration, all possible com-

binations (permutations) are generated. Since the
temperature of each chamber within a refrigerator
must be in descending order from room temperature
to cryogenic temperatures, the order of the groups
is important.

3. For each configuration of groupings and permuta-
tions, determine the optimal path using an edge
dependent shortest path algorithm. The algorithm is
applied to each configuration to determine the most
power efficient set of temperatures while satisfying
the delay constraint.

4. Select the most optimal solution: The most energy
efficient paths for each configuration are compared,
and the lowest power consuming configuration (and
set of temperatures) are selected.

The algorithm generates all possible groups of units and
all possible permutations in which a set of groups can
be ordered or arranged.

The specific group configuration and permutation se-
quence are passed to the next algorithm, which deter-
mines the most optimal path for a specific configuration
and sequence. Each new path adds and/or removes a
path with a power and delay worse than the newly
explored path. When a new edge is explored, a cost
function for refrigerating a group, C (PG (T ) , T, Tamb),
is determined. This cost function depends upon the
temperature of the current chamber T and the ambient
temperature Tamb, which is the temperature of the pre-
vious refrigerator chamber,

C (PG (T ) , T, Tamb) =

PG(T )

(
Tamb/T − 1

ηII/100
+ 1

)
,

(1)

where ηII is the second law efficiency of the refrig-
erator [14]. After the set of optimal temperatures is
obtained for each configuration and sequence, the results
are compared to obtain the most optimal group and
configuration.

B. Complexity

The complexity of the proposed algorithm depends
upon three factors: the number of groups, the possible
permutations of the established groups, and the efficiency

of the path finding algorithm. The number of possible
combinations of groups is determined by the Bell number
[15], which increases exponentially with the number of
units. Determining the optimal path for a large number
of units therefore becomes computationally expensive.
Furthermore, the number of refrigerator stages is limited,
since more than a certain number of chambers may
reduce overall power efficiency [16]. For example, a
refrigerator with seven stages is considered in [16]. In
the proposed methodology, the number of refrigerator
stages is limited to ten to consider systems which may
require additional refrigerator stages.

A second factor contributing to the algorithmic com-
plexity is the number of permutations which is n!,
where n is the number of groups. A third factor is the
complexity of the edge dependent shortest path finding
algorithm. Without graph pruning, the complexity is
O(nk), where k is the number of available temperatures
for each refrigerator stage. After employing graph prun-
ing, the complexity is reduced and depends upon the
power and delay of each unit and the target delay. From
experiments, the complexity is close to O(nk/1.5).

The overall complexity of the algorithm is therefore
Bell(n)×n!×O(nk/1.5). For a large number of available
temperatures per chamber, estimating the optimal path
becomes computationally expensive due to the nk/1.5

term. Methods for accelerating the algorithm are there-
fore considered.

C. ϵ-Dominance based partitioning

All non-dominated, Pareto optimal solutions to the
problem are computationally expensive. To improve the
convergence in determining the optimal path and to
increase the diversity of the considered paths, the dy-
namic programming concept of epsilon (ϵ)-dominance is
employed [13]. With ϵ-dominance, the objective space is
partitioned into boxes (hypercubes) of size ϵ to maintain
the diversity of the solutions. A single solution within
each box is selected to speed up the convergence pro-
cess [13], [17] and can be considered as an archiving
technique.

In the proposed algorithm, the ϵ-dominance technique
reduces the number of delay values under consideration
while maintaining the diversity of the potential solutions.
Before proceeding to the next node, the existing paths
are archived based on the minimum delay and ϵ. The
epsilon dominance approach guarantees that the retained
solutions are within ϵ of the true Pareto front in the
delay dimension, where the Pareto front represents the
set of non-dominated solutions which offer the best
tradeoff between power and delay. Epsilon dominance



reduces the number of paths that needs to be stored and
evaluated. To produce results within 10% of the desired
values, a hypercube size of 10% is used (δ = 0.1).
Each hypercube contains solutions with objective values
differing from one another by no more than 10%.

After employing dynamic programming, the complex-
ity is further reduced by considering fewer paths. The
complexity of the edge dependent shortest path finding
algorithm becomes O(b2×k2×n), where b is the number
of boxes,

b ≈ 1

δ
log

dmax

dmin
. (2)

Here, dmax and dmin are, respectively, the maximum
and minimum power consumption objective. The overall
complexity of the algorithm with ϵ-dominance is there-
fore Bell(n)× n!×O(b2 × k2 × n).

III. CASE STUDY

Two different computing systems have been consid-
ered as a case study. These computing systems are the
support circuitry for a quantum computing system (read-
out and control) and a cloud computing system. Each
system consists of multiple units. Each unit operates
at a different temperature ranging from 300 K (RT) to
3 K. The power consumption and delay of each unit
are randomly assigned based on the range of reported
values [18]–[22]. The power and delay vary at different
temperatures in a exponential manner and are modeled
as

y = ymin + (ymax − ymin)
1− e−kT

1− e−kTmax
, (3)

where y is either the delay or power, T is the tempera-
ture, and k is a coefficient modeling the rate of increase
or decrease of the power or delay with temperature.
The expression is a simplified model which captures
the exponential reduction in power and delay with tem-
perature. The power dissipation at room temperature is
randomly chosen between 5 watts and 100 watts. The
delay at room temperature is randomly chosen between
50 nanoseconds and 1,000 nanoseconds. The variation in
power dissipation between the minimum and maximum
temperature is randomly chosen to be between five to
ten times, and the delay variation between the minimum
and maximum temperature is randomly assigned as five
to fifteen times. The coefficient k in (3) is randomly
assigned between 0.006 to 0.015 for each unit. These
ranges are based on trends in power reduction and per-
formance improvements observed in cryogenic circuits
[18]–[22].

A system in the first case study, a cloud computer,
consists of six units where 50 different operating tem-
peratures are considered for each unit. A system in the

second case study, support circuitry for a quantum com-
puter, consists of seven units and 20 different operating
temperatures considered for each unit. The target delay
constraint is 600 nanoseconds. Optimization results for
both case studies are listed in Table I where the most
optimal grouping, most optimal number and sequence
of chambers, and corresponding temperature for each
chamber are listed. Both six and seven unit systems
are shown to operate most efficiently within a three
chamber refrigerator. In non-optimized cloud computing
and quantum computing systems, where each unit is
placed at the lowest available temperature, the total
power consumption is, respectively, 17.6 kilowatts and
20.9 kilowatts. After optimizing the temperatures based
on the proposed methodology, these systems consume
1.4 kilowatts and 3.4 kilowatts, achieving, respectively,
an almost thirteen and six times reduction in power.
Two additional case studies, systems with eight and nine
units, are listed in Table I. The most optimal number
of chambers for the eight and nine unit systems are,
respectively, two and six.

IV. CONCLUSIONS

Advanced computing systems increasingly operate at
cryogenic temperatures; particularly, cloud computing
systems and quantum computing systems. These systems
often include specialized circuitry that operate across
a broad spectrum of temperatures—from room temper-
ature to a few kelvin—necessitating multi-temperature
zones to minimize power consumption by managing
the local operating temperature of each chamber. The
proposed methodology focuses on the thermal optimiza-
tion of cryogenic computing systems operating across
multiple temperature zones.

Unlike previous approaches that rely on a predeter-
mined number of refrigeration stages and fixed unit
configurations, the proposed algorithm determines both
the optimal number of temperature zones and groups of
functional units based on the performance and power
profile of each subsystem. By employing a graph theo-
retic approach, each unit or group of units is represented
as a node in a graph with the edges denoting different
operating temperatures with assigned power and delay
weights. The optimal path through this graph describes
a system that minimizes the total power consumption
while satisfying performance constraints, thereby max-
imizing energy efficiency and reducing overall power
usage and local heat loads.

Two practical case studies are evaluated to demon-
strate the methodology, one system with six units (a
cloud computer) and another system with seven units



Table I: Optimization results for four case studies. Set of the most optimal group, most optimal number and sequence
of chambers, and corresponding temperatures for six, seven, eight and nine unit systems. The considered systems
are cryogenic cloud computing (CC) and quantum computing (QC) systems. Each unit has 20 to 50 different
operating temperatures, and the target delay constraint is 600 to 800 nanoseconds for each case study. The most
optimal number of chambers for the first two systems is three. For the eight and nine unit systems, the most optimal
number of chambers is, respectively, two and six.

Type Delay limit n n n Unit sequence Temperatures Delay Power
Dmax, [ns] units temp-s chambers T , [K] Di, [ns] Pi, [W]

CC1 600 6 50 3 [1], [3], [2, 4, 5, 6] [28.6, 12.3, 6.4] 599.1 1,379.0

QC1 600 7 20 3 [1], [4], [2, 3, 5, 6, 7] [12.8, 4.9, 3.0] 595.6 3,404.4

CC2 800 8 50 2 [8], [1, 2, 3, 4, 5, 6, 7] [3.6, 3.0] 787.7 3,895.5

QC2 750 9 30 6 [8], [1], [9], [7], [6], [2, 3, 4, 5] [23.6, 9.1, 7.8, 6.6, 3.5, 3.0] 748.0 1,493.5

(readout and control circuitry for a quantum com-
puter)—each operating at temperatures ranging between
300 K to 3 K. The power consumption of the cloud
computing system is reduced from 17.6 kilowatts for
a non-optimized system to 1.4 kilowatts, achieving a
nearly thirteen fold reduction in power. For the quantum
computing system, a six fold reduction in power is
demonstrated, from 20.9 kilowatts to 3.4 kilowatts. In
both scenarios, the optimal number of refrigerators is
three.
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