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a b s t r a c t

In-memory computation is one of the most promising features of memristive memory arrays. In this
paper, we propose an array architecture that supports in-memory computation based on a logic array
first proposed in 1972 by Sheldon Akers. The Akers logic array satisfies this objective since this array can
realize any Boolean function, including bit sorting. We present a hardware version of a modified Akers
logic array, where the values stored within the array serve as primary inputs. The proposed logic array
uses memristors, which are nonvolatile memory devices with noteworthy properties. An Akers logic
array with memristors combines memory and logic operations, where the same array stores data and
performs computation. This combination opens opportunities for novel non-von Neumann computer
architectures, while reducing power and enhancing memory bandwidth.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Conventional computers are based on a von Neumann archi-
tecture, where separate units process and store data. A different
approach is to process data within the same unit that stores the
data (i.e., process data within memory). An illustration of both
architectures is shown in Fig. 1. In this paper, a hardware version
of processing within memory is proposed. The proposed circuit is
based on a study of rectangular logic arrays, first proposed in 1972
by Sheldon Akers [1].

In an Akers logic array (or, in short, an Akers array), the
execution of any Boolean function is performed by flowing data
across an array of primitive logic cells. The data are transferred
from each primitive logic cell to neighboring cells, as shown in
Fig. 2a. The operation of an Akers array is similar to systolic array
[2] and cellular automata [19]. The primitive logic cell has three
inputs and two outputs, as shown in Fig. 2b. The inputs of the
primitive logic cell include two control inputs x and y and a
variable input z, which is replaced in our circuit by an internal

state (i.e., the stored data). The primitive logic cell performs a
predefined logical operation f(x, y, z), which is described below.
The output of each primitive logic cell is used as control inputs x
and y of, respectively, the bottom and right neighboring primitive
logic cells.

To execute any Boolean function within an Akers array, specific
input values are inserted as control inputs into the left-most
column and the upper-most row. The control input y of the left-
most column is set to 1 for all rows, and the control input x of the
upper-most row is set to 0 for all columns, as shown in Fig. 2a.
These control inputs along with the array structure and the
function f(x, y, z) determine the Boolean function computed by
the array. The inputs to this Boolean function are the bits stored
within the array cells. The output of the Boolean function com-
puted by the Akers array is the output of the primitive logic cell at
the bottom right of the array. It is also possible to define multiple
Boolean functions (or, alternatively, a multi-bit output) on the
same Akers array, in which case additional primitive cell outputs
are used as external functional outputs. To date, an Akers array has
been treated as a mathematical concept since the benefit of an
Akers logic array with conventional semiconductor technology
(i.e., CMOS technology) is limited, as described in Section 2.

The emergence of memristive technologies [3] enables the
integration of computation and memory, including logic within
memory [5–6,20–26]. The high density of memristors and compat-
ibility with CMOS makes an Akers array with memristors practical.
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In this paper, a memristive Akers array is proposed, where the
variables z are stored within the memristive cells, and the control
inputs x and y are voltages. The proposed memristive Akers array
serves as a practical example of in-memory computation.

The design of the proposed memristive Akers array is demon-
strated here by a small example of a four by four array, producing a
variety of array operations, including a bit sorting algorithm as a
case study. The rest of the paper is organized as follows. In Section
2, background describing both the Akers array and memristors is
provided. The proposed memristive Akers array is described and
evaluated in, respectively, Sections 3 and 4, followed by a discus-
sion of design considerations for larger arrays in Section 5. A small
example of different array operations is described in Section 6,
followed by some concluding remarks in Section 7.

2. Background

In this section, the theory of the original Akers logic arrays is
described and the basic principles of memristive devices are
reviewed, including the model used in this paper for evaluating
the proposed memristive Akers array.

2.1. Akers logic array

An Akers logic array is a two-dimensional array of identical
primitive logic cells connected in a rectangular grid, as shown in
Fig. 2a. The primitive logic cell in the array is a three input logic
gate that executes the logical operation,

f ðx; y; zÞ ¼ xzþyz: ð1Þ
Note that in the original Akers array [1], four alternative logical

operations that generate the correct behavior of the array are
proposed. In this paper, only Eq. (1) is used due to the easy
implementation with memristors.

The output of each primitive logic cell is transferred to the two
neighboring primitive logic cells in the array – one below and one
to the right of the array. The transferred data are the x and y
control inputs of, respectively, the vertical and horizontal neigh-
bors, as shown in Fig. 2a. The control input y of the left-most
column is set to 1 for all rows, and the control input x of the upper-
most row is set to 0 for all columns.

The execution of a Boolean function is performed by organizing
the contents of the array cells according to the particular specifi-
cation, and reading the functional output from the output of the

lower-right cell (or from multiple cell outputs in the case of a
Boolean function with a multiple bit output or, alternatively,
multiple Boolean functions simultaneously computed within the
same array). Hence, the same array can be used for different
Boolean functions, each specifying a different organization of
inputs. Examples of several Boolean functions are illustrated
in Fig. 3.

Sorting of four bits fz0; z1; z2; z3g is shown in Fig. 3a. The binary
sorting function on n inputs is defined as the n Boolean functions
f 0;…; f n�1, where f iðz0;…; zn�1Þ ¼ 1 if the number of “1” inputs
among z0;…; zn�1 is greater than i (i.e., f 0 is the maximum value
and f n�1 is the minimum of the output). For the sorting function,
each input variable of the sorting Boolean function is replicated a
number of times up to the number of inputs [1]. For example, z3 is
replicated four times, while z1 is replicated two times. The number
of primitive logic cells is therefore ∑n�1

i ¼ 0ðiþ1Þ ¼ ðn2=2Þþðn=2Þ -
where n is the number of inputs to the sorting Boolean function.
The output bits of the sorting Boolean function are placed along
the diagonal of the array, as shown in Fig. 3a.

Another example for a Boolean function within an Akers array
is a four-bit XOR [1], as shown in Fig. 3b. The variable inputs of the
primitive logic cells are arranged similarly to the sorting array,
where the complementary value of the XOR inputs are also stored
as input variables of the primitive logic cells. The output of the
XOR operation is the output of the bottom right primitive logic
cell. The number of primitive logic cells for an n-bit XOR is n2.

Since the inputs of the Boolean function must be replicated
within an array, the number of primitive logic cells increases
quadratically with the number of inputs of the Boolean function. A
CMOS Akers logic array therefore requires significant area, making
an Akers array impractical with standard CMOS. In contrast, the
density and circuit architecture of memristive devices make the
Akers array natural for memories. A memristive Akers array within
memory can be denser than standard SRAM (without computation
capabilities), as listed in Table 1.

2.2. Memristors

Memristors and memristive devices [3,7] are two-port passive
elements with varying resistance. The change in the resistance of
these devices depends on the current flowing through the device (or,
alternatively, the voltage across the device), as shown in Fig. 4. While
in theory the change in the resistance of a memristor depends
directly on the current (or voltage), for memristive devices the
dependence can be more complicated and described by internal
state variables [7]. In this paper, the term memristor is used to
describe both memristors and memristive devices.

Since 2008, numerous emerging nonvolatile memory technologies
have been connected to the theory of memristors [8–12]. These
technologies are nonvolatile, fast, dense, CMOS compatible, low power,
and have high write endurance. The compatibility of memristors with
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Arithmetic Logical 
Memory

Input Output

Arithmetic Logical 
Unit

Memory
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Fig. 1. Different computer architectures. (a) von Neumann architecture – separate
memory and an ALU. (b) Processing within memory architecture (e.g., memristive
Akers array). The memory can also process data. The size of the ALU is therefore
smaller and the required memory bandwidth lower (schematically represented by
the thickness of the arrow between the memory and the ALU).

Fig. 2. Akers logic array. (a) An example of a three by three Akers array structure.
(b) A primitive logic cell with three inputs x, y, z and two identical outputs f(x, y, z).
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CMOS enables the use of memristors not only as memory, but also as
logic circuits [4–6,13,20–26].

Several models have been proposed to describe the behavior of
memristors. In this paper, the TEAM model is used [14]. The TEAM
model is general and can fit memristors from different techno-
logies. In the TEAM model, it is assumed that a memristor has
current thresholds, ioff and ion, and an internal state variable x.
When the current flowing through the memristor is above the
current thresholds, the memristor changes state either from Ron to
Rof f or from Rof f to Ron depending upon the original state and
direction of the current. The voltage–current relationship and the
change in state variable are described by

vðtÞ ¼ RONþ
ROFF�RON

xof f �xon
ðx�xonÞ

� �
U iðtÞ ð2Þ

dxðtÞ
dt

¼
kof f U

i tð Þ
iof f

�1
� �αof f

U f of f ðxÞ; 0o iof f o i;

kon U
i tð Þ
ion
�1

� �αon
U f onðxÞ; io iono0;

0; otherwise;

8>>><
>>>:

ð3Þ

where RON and ROFF are, respectively, the minimum and maximum
resistance of the memristor, xon and xoff are, respectively the
minimum and maximum value of the state variable x, fon(x) and
foff(x) are window functions (the TEAM window function is used in

this paper), and koff, kon, αoff, and αon are fitting parameters. An
example of an I–V curve of the TEAM model is shown in Fig. 5.

3. Proposed memristive Akers logic array

As previously mentioned, an Akers array with conventional
CMOS technology is impractical due to the significant area
requirements. The use of memristors, which are dense and
fabricated physically above the CMOS transistors, significantly
reduces the area.

The proposed memristive Akers primitive logic cell is based on
the structure of complementary memristors (or complementary
resistive switches, CRS) [15,16]. In the proposed memristive reali-
zation of an Akers array, the input variable z is the stored internal
state of a memristor. The inputs of the executed Boolean function
are therefore treated as stored data within a memristive memory
array. In this section, the structure of the primitive logic cell is
described as well as the operation of the array.

3.1. Primitive logic cell structure

The proposed primitive logic cell realizes the logical connec-
tivity described by Eq. (1). The primitive cell consists of two anti-
serial memristors (connected with opposite polarity), as shown in
Fig. 6a. The control inputs of the primitive logic cell x and y are
voltages (logical one and zero are, respectively, a positive voltage
Vr and ground). The variable input z is the stored logical state of
memristor MZ , which is represented by the resistance of the
device (low and high resistances are considered, respectively, as
logical one and zero). The memristor MZ has the complementary
logical state of MZ . The stored logical state of MZ and MZ are
written during a write operation prior to execution.

Ideally, the memristors can be modeled as switches, where a
high resistance is an open circuit and a low resistance is a short
circuit, as shown in Fig. 6b. In an ideal model, one switch is open
and the other switch is closed. If z is logical one, the switch of z is

Table 1
Area of memory technologies F – feature size, T – transistor, C – capacitor, and R – resistive device (memristor).

Technology Memory cell Area per cell (F2) Computing capabilities Sequential

SRAM 6T 140 No –

DRAM 1T 1C 6–12 No –

Flash 1T 4 No –

RRAM (memristive memory, single device per cell) 1R 4 Yes [5–6,25–26] Yes
Complementary resistive switches 2R 4–8 Yes [24] Yes
Akers array within memory 2R 4T 20–90 Yes No

Fig. 4. Memristor symbol. The polarity of the memristor is represented by the thick
black line. When current flows into the device, the resistance of the device
increases. When current flows out of the device, the resistance of the device
decreases.

Fig. 3. Four-bit input structure for an Akers arrays for Boolean functions (a) Sort fz0 ; z1 ; z2 ; z3 ;g, and (b) XORðA;B;C;DÞ.
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closed and the logical value of y is transferred to the output. If z
is logical zero, the switch is open and the complementary switch is
closed, transferring x to the output.

The precise output of the primitive logic cell is the result of a
voltage divider between MZ and MZ . The output voltage Vf is

Vf ¼
Vy�Vx

RZþRZ

URZþVx; ð4Þ

where RZ and RZ are, respectively, the resistance of memristors MZ

and MZ , varying from Ron to Rof f : Vx and Vy are the input voltages x
and y. The output voltage Vf for different input conditions is listed in
Table 2, demonstrating that, as required, the primitive logic cell indeed
executes the Boolean function (1).

3.2. Logic array operation

The Akers logic array is an array of primitive logic cells that can
also be used as a memory array, as shown in Fig. 7. Unlike regular
memory arrays, the memristive Akers logic array can compute
different Boolean functions in addition to storing data. The
computation of Boolean functions within the logic array is divided
into two stages. The initial stage is a “write” operation to the
memristors. In this stage, the initial logical state of memristors MZ

and MZ is simultaneously written. This stage can be part of a
regular write operation of the memory or, alternatively, an explicit
initialization prior to computing the Boolean function. In this
paper, initialization of a single primitive logic cell is evaluated.

Writing to the array (e.g., addressing the specific primitive cells
within the array and parallelizing the writes) is only briefly
discussed since this process is similar in any CRS-based memory
(e.g., see [16]). Relevant adjustments (e.g., adding CMOS selectors
to achieve isolation between the primitive cells and maintain
regular read and write operations), however, need to be performed
to achieve a memory integrated with an Akers logic array, as
shown in Fig. 7c.

The second stage executes the Boolean function. In this stage, a
low voltage is used to ensure that the resistance of the memristors
in the array does not change.

1) Stage 1 – initialization of the primitive logic cells (write)
Initialization of the logical states of MZ and MZ is simulta-
neously achieved due to the anti-serial connection of both
memristors. In the complementary structure, applying a suffi-
ciently high voltage to both memristors switches both mem-
ristors to different resistances, where one memristor achieves a
high resistance and the other memristor achieves a low
resistance. The write procedure in a complementary pair of
memristors is shown in Fig. 8.
To write a logical one to MZ , the resistances MZ and MZ are
required to be, respectively, a low and high resistance. The
write procedure therefore applies a sufficiently positive voltage
Vw to y while grounding x. To write a logical zero to MZ , the
write procedure applies Vw to x while grounding y, or alter-
natively, apply �Vw to y and grounding x. At the end of the
write operation, the resistance of MZ and MZ are RON and ROFF,
where the resistance of one memristor is RON and the resistance
of the other memristor is ROFF.

Fig. 5. Current–voltage characteristics of a memristor based on the TEAM model
[14] for a sinusoidal current input with an amplitude of 17 mA and frequency of
100 kHz. The memristor parameters are listed in Table 3.

Fig. 6. Primitive logic cell. (a) The proposed primitive logic cell using memristors. (b) A behavioral model of the basic logic cell, where the memristors are modeled as ideal
switches.

Table 2
Output voltage of primitive logic cell from Eq. (4).

x y z RZ Vf – derived from Eq. (4) f(x, y, z)

0 0 0 ROFF 0 0
0 0 1 RON 0 0
0 1 0 ROFF RON

ROFF þRON
UVr 0

0 1 1 RON ROFF
ROFF þRON

UVr 1

1 0 0 ROFF ROFF
ROFF þRON

UVr 1

1 0 1 RON RON
ROFF þRON

UVr 0

1 1 0 ROFF Vr 1
1 1 1 RON Vr 1

Y. Levy et al. / Microelectronics Journal 45 (2014) 1429–14371432



2) Stage 2 – execution of the Boolean function (read)
The structure of the memristive logic array is shown in Fig. 2a.
The array is similar to the structure of the original Akers logic

array. In a memristive Akers logic array, each primitive logic
cell consists of complementary memristors. The x and y control
inputs are voltages, and, as in the original Akers array, the input
y of the left-most column is set to logical one (execution
voltage Vr), and the input x of the upper row is set to logical
zero (ground) for all columns. Since the output of the memris-
tive primitive logic cell is a voltage, the result of the logical
operation for each primitive logic cell is transferred to the
neighboring cells.
To maintain correct operation of the memristive Akers logic
array, the resistance of the memristors in the array must not
change during execution. The current flowing through the
memristors Ir is therefore maintained lower than the threshold
current of the memristors. The current is

Ir ¼
jVy�Vxj
RZþRZ

r Vr

RONþROFF
omaxð iof f ; ion

�� ��Þ:���� ð5Þ

4. Evaluation of primitive logic cells

In this section, the proposed memristive primitive logic cell is
evaluated with 0.18 mm CMOS and simulated in SPICE. A Verilog-A
TEAM model [17] is used to simulate the behavior of the
memristors.

The primitive logic cell is based on a complementary resistive
switch structure. The CRS behaves as a linear resistor with a
resistance of RONþROFF below a certain voltage. Above this voltage,
hysteresis exists in the current–voltage curve of the CRS [15,16].
The current–voltage curve of the primitive logic cell is shown in
Fig. 9.

The primitive logic cell is evaluated with and without CMOS
selectors connected to the control inputs, x and y. The primitive

Fig. 7. Memristive memories (exemplified by a three by three array). (a) Single
memristor within a crossbar, (b) standard complementary memristive cells within
a crossbar, and (c) Akers logic array within a memristive memory. The basic
memory cell for the Akers logic array consists of two memristors and four CMOS
transistors (as selectors).

Fig. 8. Write operation of logical one to memristor MZ . Due to the complementary
structure of the circuit, writing to MZ and MZ is achieved simultaneously in both
memristors by applying a single voltage VW. After the write procedure, the
resistance of MZ and MZ is, respectively, RON and ROFF.

Y. Levy et al. / Microelectronics Journal 45 (2014) 1429–1437 1433



logic cell drives a load capacitor of 10 fF. The parameters used for
the memristors are listed in Table 3. A schematic of the simulated
primitive logic cell is shown in Fig. 10a. The results of the
initializing stage are shown in Fig. 10b. The write latency of the
primitive cell depends upon the switching time of the memristor,
assumed as 1.1 ns. The primitive logic cell exhibits a write latency
of 6.6 ns (six times more than the switching time of a single
memristor).

The results of the execution stage are shown in Fig. 10c and 10d.
The primitive logic cell executes the correct logical behavior with
degradation in the output signal. The degradation depends upon
the ratio between ROFF and RON. The output degradation is 0.1%
without selectors (ROFF/RON¼1000) and 4% with CMOS selectors
(for a 0.18 mm CMOS process). The output degradation is discussed
in the following section.

5. Output degradation

Since memristors are passive elements, signal degradation
occurs at the output of each primitive logic cell. The degradation
depends primarily on the ratio between ROFF and RON, where a
higher ratio reduces the degradation. The degradation limits the
size of the Akers array.

The degradation of the output signal as a function of array size
is shown in Fig. 11a for Akers arrays with and without CMOS
selectors. The use of CMOS selectors makes the output degradation
worse since the CMOS element adds a resistance in series. For
larger arrays, the degradation is more significant and limits the
size of the sub-arrays of the memory. The degradation for different

ratios of ROFF and RON is shown in Fig. 11b. For an array composed
of 128 by 128 primitive logic cells, the minimal degradation of the
output reaches 10% for ROFF/RON¼1000. For arrays with CMOS

Fig. 9. Current–voltage characteristic of the primitive logic cell for a sinusoidal
current input with an amplitude of 17 mA and frequency of 100 kHz. The circuit
parameters are listed in Table 2. For a current lower than the current thresholds ion
and ioff (10 mA), the resistance of both memristors is constant. For a current higher
than the current thresholds, the resistance of both memristors changes.

Table 3
Memristor parameters.

kon �8 m/s
koff 0.5 m/s
ion �10 μA
ioff 10 μA
xon 0
xoff 3 nM
αon 1
αoff 4
RON 100 Ω
ROFF 100 kΩ
Vw 3 V
Vr 1 V
CMOS selectors CMOS 0.18 mm process

W¼0.42 mm

Fig. 10. Initialization and execution of primitive logic cell. (a) Schematic of the
simulated circuit, (b) simulation of memristive initialization operation. Vy is the
write voltage applied to the primitive logic cell (positive and negative for,
respectively, writing logical one and zero to Z), and simulation of memristor
execution operation (c) without selectors and (d) with selectors. The simulation
parameters are listed in Table 2.

Y. Levy et al. / Microelectronics Journal 45 (2014) 1429–14371434



selector with a resistance of 1 kΩ, the actual output degradation is
15%. Using larger CMOS transistors lowers the degradation. A
higher ROFF/RON ratio enables a larger array, where a ratio of

10,000 enables arrays of more than a million logic primitive cells
with an output degradation of 10%.

6. Test case – memristor-based logic within memory array

To evaluate a memristive Akers array, several Boolean functions
are investigated within the array. In this section, simulation results
of a two-input XOR and sorting of four bits are presented as simple
test examples.

Fig. 11. Output signal degradation for an Akers array with (dashed line) and
without (solid line) CMOS selectors. (a) Signal degradation as a function of
rectangular array size for different ROFF/RON ratios (104 in red, 103 in blue, and 102

in green), and (b) signal degradation in rectangular array of 128 by 128 as a
function of the resistance ratio ROFF/RON with CMOS selector. RON¼1 kΩ, the
resistance of a CMOS selector is 1 kΩ. (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)

Fig. 12. Two-input XOR. (a) Schematic of a two by two memristive Akers array, and (b) the array structure of the Boolean function XOR(A, B).

Fig. 13. Simulation results of a two-input XOR (a) without CMOS selectors and
(b) with CMOS selectors for different inputs A and B. The average output degradation
is 3% and 20%, respectively, without and with CMOS selectors for a 0.18 mm CMOS
process. The execution voltage Vr for the XOR without selectors is 0.5 V.

Y. Levy et al. / Microelectronics Journal 45 (2014) 1429–1437 1435



6.1. Two-input XOR

The schematic and array structure of a XORðA;BÞ are shown in
Fig. 12. The memristive Akers array is a two by two array,
consisting of eight memristors. Initializing the array (writing the
inputs to the memristors) is achieved prior to execution. The
execution is evaluated with the same parameters listed in Table 3,
exhibiting the correct output. The average and maximum output
degradation are, respectively, 20% and 31% for a two-input XOR
with 0.18 mm CMOS selectors (3% without selectors). The relatively
high degradation is due to the minimal size of the CMOS selectors
and the use of high voltage transistors, which have a relatively
high resistance. As previously mentioned, increasing the width of
the transistors significantly lowers the signal degradation.

The average power of the array during execution is, respec-
tively, 6.2 mW and 33.6 mW without and with CMOS selectors. The
results for different input conditions are shown in Fig. 13. For small
arrays, adding CMOS selectors does not affect the speed of the
circuit. For an array with CMOS selectors, execution is slower due
to the capacitance of the selectors.

6.2. Sorting of bits

To evaluate sorting of bits, a four-bit sorting Boolean function is
executed within the memristive Akers array. The memristive Akers
array consists of 10 primitive logic cells (see Fig. 3a) and 20
memristors. The execution is evaluated with the same parameters
listed in Table 3, showing correct output and an average output
degradation of 0.3% without CMOS selectors. The average power of
the array during execution is 1.6 mW. Results for different input
conditions are shown in Fig. 14.

7. Conclusions

The proposed memristive Akers array contains a pair of
complementary memristors in each cell. The array can therefore
be used as a memristive memory, where a single bit is stored
within a memristor pair rather than a single memristor [15,16].
Each cell also performs a primitive Boolean operation, which
enables the logic functionality of the array, as initially shown by
Akers. The combination of an Akers array and memory is promis-
ing and may lead to additional uses, as described in [18]. For
example, an Akers logic array naturally performs bit sorting which
may lead to efficient sorting of words and other data structures.

The integration of memristive memory with a logic array that
executes any Boolean function can lead to a variety of novel non-
von Neumann architectures. The Akers array architecture elim-
inates the memory bottleneck, reducing power and bandwidth.
Memristive Akers logic arrays may also be beneficial for image
processing applications and error correcting operations within
memory.
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