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Abstract—The effects of inductance on repeater insertion in
trees is the focus of this paper. An algorithm is introduced

to insert and size repeaters within an tree to optimize a
variety of possible cost functions such as minimizing the maximum
path delay, the skew between branches, or a combination of area,
power, and delay. The algorithm has a complexity proportional
to the square of the number of possible repeater positions and
determines a repeater solution that is close to the global minimum.
The repeater insertion algorithm is used to insert repeaters within
several copper-based interconnect trees to minimize the maximum
path delay based on both an model and an model. The
two buffering solutions are compared using the AS/X dynamic
circuit simulator. It is shown that as inductance effects increase,
the area and power consumed by the inserted repeaters to min-
imize the path delays of an tree decreases. By including
inductance in the repeater insertion methodology, the interconnect
is modeled more accurately as compared to an model, permit-
ting average savings in area, power, and delay of 40.8%, 15.6%,
and 6.7%, respectively, for a variety of copper-based interconnect
trees from a 0.25- m CMOS technology. The average savings
in area, power, and delay increases to 62.2%, 57.2%, and 9.4%,
respectively, when using five times faster devices with the same
interconnect trees.

Index Terms—Inductance, interconnect, optimization, repeater
insertion, VLSI.

I. INTRODUCTION

I T HAS become well accepted that interconnect delay dom-
inates gate delay in current deep submicrometer very large

scale integration (VLSI) circuits [1]–[7]. With the continuous
scaling of technology and increased die area, the crosssectional
area of the interconnect decreases while the length of the global
interconnect increases which quadratically increases the resis-
tance of the interconnect with technology scaling. Meanwhile,
the gate parasitic impedances decrease due to the shrinking of
the minimum feature size [4]. The combined effect of these
trends is that interconnect has become the primary performance
bottleneck, contributing an increasingly significant portion to
the total cycle delay. Furthermore, this situation is expected to
become worse [4]–[7].

Repeater insertion is becoming an increasingly common
design methodology for driving long resistive interconnect
[8]–[14]. Since the propagation delay has a square dependence
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on the length of an interconnect line, subdividing the
line into shorter sections is an effective strategy to reduce the
total propagation delay. The interconnect can be subdivided
into shorter sections by inserting repeaters, which breaks the
quadratic dependence of the delay on the interconnect length
but adds additional parasitic impedances due to the inserted
repeaters. Thus, an optimum number and size of repeaters exist
that minimizes the total propagation delay of the line [10], [11].
As the gate parasitic impedances decrease with respect to the
interconnect parasitic impedances, more repeaters are inserted
to further minimize the overall interconnect delay. In that
sense, the repeater insertion methodology can be viewed as an
effective means for exploiting the decreasing gate delay so as
to minimize the increasing interconnect delay. Another reason
to insert repeaters within interconnect trees is to decouble large
capacitances from the critical path so as to minimize the overall
delay of the critical path [8], [13].

Currently, inductance is becoming more important with
faster on-chip rise times and longer wire lengths [15]–[28].
Wide wires are frequently encountered in clock distribution
networks, data buses, and other structures that use upper metal
layers [29]. These wires are low resistance lines that can
exhibit significant inductive effects. Furthermore, performance
requirements are pushing the introduction of new materials for
low resistance interconnect [30]–[32] and new dielectrics to
reduce the interconnect capacitance. These technological ad-
vances increase the effects of inductance, as has been described
in [19]–[21], [27].

The focus of this paper is twofold: to describe a CAD system
for repeater insertion in trees in order to optimize a variety
of cost functions, and to characterize the effects of neglecting
inductance on the repeater insertion process. The results from
applying the repeater insertion tool to several industrial trees
are also interpreted. The paper is organized as follows. In Sec-
tion II, the basic repeater insertion algorithm which can be used
with any delay model for the interconnect and transistor devices
is described. The specific models used in this paper for the tran-
sistors and the interconnect are described in Section III. The re-
sults of applying the tool to insert repeaters in several practical
copper-based interconnect trees are presented in Section IV. Fi-
nally, a summary is given in Section V.

II. A LGORITHM FORREPEATERINSERTION IN TREES

A generic algorithm to insert repeaters in a general tree
is presented in this section. The algorithm can be used with dif-
ferent delay models such as the Elmore delay, moment matching
methods, and/or the effective capacitance model to evaluate the
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Fig. 1. An arbitrary tree withn wires. The possible repeater positions are
represented by circles.

transient response of the buffered tree. The algorithm has
a quadratic complexity with the number of possible repeater po-
sitions in an tree and achieves a repeater solution that
is reasonably close to the global optimum repeater solution. In
Section II-A, the repeater insertion problem is defined. The al-
gorithm for repeater insertion used in this paper is discussed in
Section II-B. The complexity and optimality of the algorithm
are discussed in Section II-C.

A. Problem Definition

The problem of inserting repeater in an tree to minimize
a given cost function is formulated and defined in this subsec-
tion. The terms and mathematical notations used in this paper
are also defined. An arbitrary tree is shown in Fig. 1. The tree
has wires with the input source driving the root wire. Each
wire drives two wires, a left wire and a right wire

. If a left (right) wire does not exist then
. A leaf is a wire that has and

. The tree has leaf wires, each of which drives
one of the sinks of the tree. A binary branching factor is used
without loss of generality since any tree can be transformed into
a binary tree by inserting zero impedance wires [8], [13]. At
each sink , the propagation delay is defined as the
50% delay of the output signal at sinkwith respect to the input
signal at the root of the tree. Within a tree, there arepre-spec-
ified repeater positions where repeaters can be inserted to min-
imize a given cost function. The possible repeater positions are
represented by the circles shown in Fig. 1 and are placed at the
beginning of each wire to allow for maximum capacitive de-
coupling of the critical paths [8], [13]. Each wire can be sub-
divided into several shorter wires to permit repeater insertion
within long wires [13]. In some cases, no possible repeater po-
sitions can be assigned to some wires due to layout constraints.
Those wires are labeled to indicate that no repeaters can be in-
serted along the wires.

The repeater insertion problem can be defined as: determine
the set of repeater sizes, , that minimizes a given
cost function . The repeaters are
considered to be symmetric inverters with widthsand a min-
imum sized channel length. The repeater sizesare continuous
numbers. The special repeater size indicates that no re-
peater is inserted at node. The sizes of the repeaters are to be
found in the range where is the maximum

Fig. 2. Proposed algorithm for inserting repeaters in anRLC tree.

allowable size of any repeater. A variety of cost functions can be
used. Examples are: minimize which aims to mini-
mize the maximum path delay, minimize
where which is equivalent to minimizing the skew
between branchesand , minimize ( ) where is a critical
output, or minimize which considers the
area of the repeaters. Other cost functions can include power
and slew rate.

B. Repeater Insertion Algorithm

According to the problem definition described in the pre-
vious subsection, the sizes that minimize the cost function

need to be calculated. The
algorithm to calculate the optimum sizes of the repeaters to
minimize the cost function is provided in Fig. 2. Referring to
Fig. 1, the algorithm starts with the initial condition
which corresponds to an unbuffered tree. The cost function

is evaluated for several sizes
of the repeater at node 1, , with all other repeater sizes

equal to zero (no repeaters). A binary search is
applied which permits the value of that minimizes the cost
function to be reached within a few steps where each step
involves choosing a new value for and evaluating the cost
function. The number of steps depends on and is typically
less than ten steps. If the case of no repeater at node 1 ( )
provides the lowest cost, remains equal to zero. Thus, the
algorithm can only improve the cost function at each step.
Next, the size of the repeater at node 2,, that minimizes
the cost is determined in the same manner withset to the
value calculated from the previous step and all other repeater
sizes set to zero. The process is repeated for allpossible
repeater positions. At each possible repeater position the size
that minimizes the cost function is determined while all of the
previous optimum repeater sizes remain constant. The process
of covering all possible repeater positions is defined as an
iteration. Since in each step (determining the best repeater at
node ) of an iteration the algorithm improves the cost function,
the repeater solution at the end of an iteration generates a lower
cost than at the beginning of an iteration. After the first iteration
is completed, a second iteration starts by changing the sizes of
the repeaters at the possible repeater positions to determine the
repeater sizes that minimize the cost function.
However, in the second iteration, the initial repeater solution is
the output of the previous iteration. Thus, at the second iteration
(as compared to the first iteration), the capacitive loading and
driving resistance at the node at which the best repeater size is
sought are closer to the values for minimum cost, enabling the
optimum repeater sizes to be more accurately calculated. The
iterations are repeated until there is no change in the size of any
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repeater as compared to the previous iteration. The algorithm
typically converges within two or three iterations.

C. Complexity and Optimality of Proposed Algorithm

The algorithm consists of several iterations. Each iteration
scans the possible repeater positions to determine the repeater
sizes that minimize the objective cost. The number of neces-
sary steps to find the repeater size at a possible repeater position
which minimizes the cost is denotedand is on average ten for
the typical range of allowable repeater size ( ).
The cost function is evaluated each time the repeater size is
changed at each of the step. Thus, the complexity of an it-
eration is

(iteration)

(1)

The complexity of evaluating the cost function depends upon the
delay model used for the drivers and the interconnect. As shown
in Section III, for the specific delay model used here, the cost
function can be evaluated in a time proportional to the number
of wires in the tree . Thus, the complexity of a single iteration
is

(iteration) (2)

As aforementioned, the number of iterations for convergence is
typically 2 or 3. The memory requirement of the algorithm is
proportional to the number of wires,.

The algorithm terminates when no change in the size of a
single repeater can improve the cost function. This can be ex-
pressed mathematically as

(3)

This relation means that the algorithm reaches a minimum in
the cost function. There is no guarantee, however, that this min-
imum is the global minimum. To improve the final repeater so-
lution, the two repeaters at the left and right possible repeater
positions of each wire are simultaneously changed. The process
of determining two repeater sizes that minimize the cost simul-
taneously requires steps with the binary search algorithm
used here. Since there are possible repeater position pairs,
the complexity of this modified algorithm is

order (4)

This modified algorithm does not reach the first minimum near
the initial point. Rather, the modified algorithm searches for a
minimum closer to the global minimum. The price is increased
processing time. In general, a set of higher order algorithms can
be achieved by simultaneously changing more repeaters. The
complexities of these algorithms are

(5)

Fig. 3. A symmetric CMOS inverter driving anRLC network.

Fig. 4. Piecewise linear approximation of an NMOS transistor forV =

V .

The algorithm that changes repeaters simultaneously is guar-
anteed to reach the global minimum. However, the processing
time is exponential with the number of possible repeater posi-
tions and is prohibitively high even for relatively small trees.
The set of algorithms above has been examined for small trees
(seven to eight possible repeater positions) and compared to the
exhaustive algorithm that changes all repeaters simultane-
ously. The results demonstrate that the second-order algorithm
consistently reaches the global or a near global minimum. The
higher order algorithms introduced no or only a slight improve-
ment in the final repeater solution as compared to the second-
order algorithm. The CPU run time of the second-order algo-
rithm is 20 s on an S/490 IBM machine with 1 Gb of RAM for a
large tree with 250 possible repeater positions. For typical trees
with less than fifty possible repeater positions, the CPU time is
less than 1 s. Hence, the second-order algorithm is used in the
examples discussed in this paper.

III. D ELAY MODEL

As mentioned in the previous section, the repeater insertion
algorithm can be used with any delay model. The specific delay
model used in this paper is discussed here. In Section III-A, the
model of the devices (the repeaters) used here is discussed. The
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Fig. 5. Equivalent circuit models of an NMOS transistor when operating (a) in the linear region and (b) in the saturation region forV = V .

method used to combine the repeater model with an tree
and to calculate the delay is discussed in Section III-B.

A. Repeater Model

The problem of evaluating the delay at a sink of a buffered tree
simplifies to adding the delay of several structures as shown in
Fig. 3 along the path from the input to the sink. The structure
shown in Fig. 3 is a symmetric inverter (repeater) driving an

tree (which is a subtree of the original tree). Evalu-
ating the delay of such a structure is complicated by a combina-
tion of linear and nonlinear elements constituting the circuit. It is
common to replace the nonlinear transistors by equivalent linear
resistors, e.g., [6], [8], [10], [11], [13]. However, such an ap-
proximation strongly affects the final repeater solution, signifi-
cantly increasing the final cost achieved by the repeater insertion
algorithm. Thus, in this subsection, a method [33] is discussed
that significantly improves the accuracy of the transistor model
as compared to a linear resistor approximation. The proposed
method approximates the nonlinear transistor characteristic by a
two piecewise linear curve as shown in Fig. 4. Assuming a step
input, the input signal is constant at the supply voltage
for the entire switching time. Thus, the gate-to-source voltage
of the NMOS transistor is and the PMOS transistor is off
for the entire switching time. The curve shown in Fig. 4 is the
drain-to-source current versus the source-to-drain voltage
of the NMOS transistor where is equal to .

The method used here calculates the delay of two linear
networks, one assuming the transistor operates in the linear
region for the entire switching time and the other assuming
the transistor operates in the saturation region for the entire
switching time. The two linear circuit models used for ap-
proximating the transistor in the linear and saturation regions
are shown in Fig. 5(a) and (b), respectively. These linear
and saturation transistor models are combined with the
tree driven by the repeater, resulting in two linear
networks. A delay value is found for each network
using a linear network analysis method and are denoted
and for the linear and saturation regions of operation,
respectively. The parameters used to define the device model
in the linear and saturation regions are
and , and , respectively, and are shown in
Fig. 4. These parameters describe the saturation current of a
transistor with equal to and the equivalent output
resistance of a transistor in the saturation and linear regions,
respectively. and are the input and output capaci-
tances of the repeater. These parameters are calculated in terms
of the corresponding parameters, ,

and , of a minimum size symmetric inverter. An in-
verter times wider than a minimum size inverter has

,
and .

In the general case, neither nor can solely charac-
terize the propagation delay of a nonlinear CMOS gate driving
an tree since the NMOS transistor operates partially in
the saturation region and partially in the linear region. However,
a combination of both and has been shown to ac-
curately characterize the propagation delay [33]. The resulting
delay for the general case in terms of and is [33]

(6)

In general, this method is highly accurate (errors within 3%) for
fast input signals. Additional error may result from the linear
analysis method used to determine and of an
network.

B. Delay of an Tree

The linear analysis method used to evaluate the delays
and of the two trees resulting from the saturation and
linear region approximations, respectively, is described in this
subsection. A second-order transfer function that approximates
the transfer function at a nodeof an tree is introduced in
[34] and is

(7)

The variables and that characterize the second-order ap-
proximation of the transfer function at nodeare

(8)

(9)

where is the common resistance (inductance) from the
input to nodes and . For example, in Fig. 6,

, and . The summation variable
operates over all of the capacitors in the circuit.
The second-order approximation is compared in Fig. 7 to

AS/X [35] simulations of the output node 7 of the tree shown
in Fig. 6. A balanced tree with equal left and right branch im-
pedances is used. The supply voltage is 2.5 V. Note the accu-
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Fig. 6. GeneralRLC tree.

Fig. 7. AS/X simulations of theRLC tree shown in Fig. 6 as compared to the
second-order approximation and the WyattRC model.

racy that the second-order approximation exhibits as compared
to AS/X simulations for the case of a balanced tree. If the tree
is unbalanced, the second-order approximation is less accurate.
The accuracy characteristics of this solution is similar to the El-
more [36], Wyatt [37] delay model for trees [34].

The 50% propagation delay and the 10%–90% rise time of
the signal at nodeof an tree are given in closed form in
[34] for a step input and are

(10)

(11)

The error in these expressions is less than 3% for balanced trees.
The error can exceed 20% for highly unbalanced trees [34].

Referring to (8) and (9), evaluating the delay and rise time at
node depends on evaluating two summations at nodewhich
are

(12)

(13)

Fig. 8. Pseudocode for calculating the total load capacitance at all of the
sections of a tree.

These two summations can be rewritten as

(14)

(15)

where the summation indexoperates over all of the wires that
belongs to the path from the input to node. and are the
resistance and inductance of wire. is the total capacitance
seen at the beginning of wire. For example, in Fig. 6,

. This
form of expressing the summations is computationally efficient
since these summations can be calculated recursively at all of
the nodes of an tree in a time linearly proportional with
the number of branches in the tree [8], [38], [39].

The summations in (14) and (15) of a tree rooted at section
are calculated in two steps. The first step is to calculate the

total load capacitance of each section. Pseudocode of the proce-
dure that performs this task is provided in Fig. 8. The function
is initially called by Cal_Cap_Loads( ) and recursively calcu-
lates the capacitive load at each section. is the capacitance
of the section . The functions, left( ) and right( ), return the
left and right sections driven by, respectively. If no left (right)
section is driven by , left [right ]. If is a
leaf, left and right . The time required to cal-
culate the total capacitive load of each section is proportional
to the number of sections in the tree and requires no
multiplication operations. Note that a binary branching factor is
assumed without loss of generality since any general tree can
be transformed into a binary tree by inserting wires with zero
impedances [8], [13].

The second step is to calculate and store the summations in
(14) and (15) at the nodes of the tree. The function performing
this task is described in Fig. 9. The function is initially called
by Cal_Summations( ,0,0). and are the resistance
and inductance of section, respectively. The computational
time required to calculate the summations is proportional to the
number of sections in the tree, . The total number of
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Fig. 9. Pseudocode for calculating the delays at the sinks of anRLC tree.

multiplications required to evaluate the second-order approxi-
mation at all of the nodes of an tree is . Alternatively,
the number of multiplications is equal to the order of the char-
acteristic equation describing the tree since the order of
an tree with sections is (each section
has an inductor and a capacitor).

IV. RESULTS AND DISCUSSION

The results of applying the CAD-based repeater insertion tool
to several industrial copper-based interconnect trees are summa-
rized and discussed in this section. The trees described in
this paper are copper interconnect wires based on an IBM 0.25

m CMOS technology. The depth of the trees (the maximum
path length from the input to the sinks) is between 0.5 cm to 1.5
cm and considers a wide range of critical global signals typi-
cally encountered in VLSI circuits. Long wires within the trees
are partitioned with a maximum segment length of 0.5 mm to
permit repeaters to be inserted within these long wires for im-
proved performance [13].

A repeater solution is determined to minimize the maximum
path delay of each tree based on the delay model dis-
cussed in the previous section. The total area of the repeaters
inserted within each tree is described in terms of the area of a
minimum size repeater. The tool also generates an AS/X [35]
input file which is used to simulate the maximum path delay
and the power consumption of the buffered tree. The total
inserted repeater area, the maximum path delay, and the power
consumption of the buffered trees are depicted in Table I. The
tool is also used with AS/X to determine the total repeater area,
the maximum path delay, and the power consumption of the
buffered trees when inductance is neglected and repeaters
are inserted based on an model. The results based on the
model are also listed in Table I. Finally, AS/X simulations of the
unbuffered trees are used to determine the maximum path
delay when repeater insertion is not employed. These results are
listed in Table I as well.

Two important trends can be observed from the data listed in
Table I. The first trend is that inserting repeaters significantly
reduces the maximum path delay as compared to the maximum
path delay of an unbuffered tree. This behavior illustrates the
importance of repeater insertion as an effective methodology to
reduce interconnect delay. According to Tables II and III, the

average saving in the maximum path delay when inserting re-
peaters based on an model as compared to an unbuffered
tree is about 40% where the maximum saving is 76% for TGL1
which is a large asymmetric tree. The second important trend ap-
parent in the data listed in Table I is that inserting repeaters based
on an model as compared to an model consistently
introduces savings in all of the three primary design criteria:
area, power, and delay. This behavior demonstrates the impor-
tance of including inductance in a high-speed repeater insertion
methodology. According to Table III, including inductance in
the interconnect model saves an average 40.8% of the repeater
area, 15.6% of the power dissipated by the buffered trees, and
6.7% of the maximum path delay as compared to using an
model.

The reduced repeater area when including inductance in
the interconnect model is due to the quadratic dependence
of the delay on the length of an wire which tends to
a linear dependence as inductance effects increase [40]. The
50% delay of an line is given by [1], [6],
[11] and by [40] for an line when the line is
driven by an ideal source with an open-circuit load., ,
and are the resistance, inductance, and capacitance per unit
length of the line and is the length of the line. These two
cases of an line and an line are the limiting cases
for inductance effects with the case representing no in-
ductance effects and the case representing maximum in-
ductance effects. In the case, the square dependence on
the interconnect length causes the delay to increase rapidly
with wire length. It is therefore necessary to partition the line
into multiple shorter sections by inserting repeaters, thereby
reducing the total delay. However, for an line, the de-
pendence is linear and no gain is achieved by breaking the
line into shorter sections. Inserting repeaters in an line
only degrades the delay due to the added gate delay. Thus,
an line requireszero repeater area for minimum propa-
gation delay.

In the general case of an line, the repeater area for
minimum propagation delay is between the maximum re-
peater area in the case and the zero repeater area in the

case. The repeater area for minimum propagation delay
of an line decreases as inductance effects increase
due to the subquadratic dependence of the propagation delay
on the length of the interconnect [40]. Hence, inserting
repeaters based on an model and neglecting inductance
results in larger repeater area than necessary to achieve
a minimum delay. The magnitude of the excess repeater
area when using an model depends upon the relative
magnitude of the inductance within the tree. For the specific
copper-based interconnect trees used here, almost half
the repeater area can be saved by including inductance in
the interconnect model. Note that a single line analysis can
be used to interpret the behavior of a repeater insertion
solution in a tree since in both cases repeaters are inserted
to break the delay of long wires (paths and branches in
the case of a tree).

Additionally, repeaters are inserted in a tree to decouple ca-
pacitance from the critical path. The effect of capacitance de-
coupling on improving the critical path delay is less significant
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TABLE I
SIMULATION RESULTS OFUNBUFFEREDTREES, BUFFEREDTREESBASED ON ANRLC MODEL, AND BUFFEREDTREESBASED ON ANRC MODEL. THE AREA,

POWER, AND MAXIMUM PATH DELAY ARE COMPARED. THE AREA IS GENERATED BY THE REPEATERINSERTION PROGRAM WHILE

THE POWER AND MAXIMUM PATH DELAY ARE SIMULATED USING AS/X

TABLE II
PERCENTAGESAVINGS IN AREA, POWER, AND MAXIMUM PATH DELAY INTRODUCED BY INSERTINGREPEATERSBASED ON ANRLC MODEL RATHER THAN AN

RC MODEL. THE PERCENTAGESAVINGS IN DELAY WHEN INSERTINGREPEATERS ASCOMPARED TO ANUNBUFFEREDTREE AREALSO LISTED

TABLE III
TOTAL REPEATERAREA, TOTAL POWER, AND TOTAL MAXIMUM PATH DELAY OF ALL OF THE TREES. THE PER CENT SAVINGS SHOWN HERE REPRESENT THE

AVERAGE SAVINGS IN AREA, POWER, AND MAXIMUM PATH DELAY WHEN USING ANRLC MODEL FORREPEATERINSERTION

when inductance effects increase. This trend is due to the
time constant at nodeof a tree ( ) [34], which has
a square root behavior as compared to the linear behavior of an

time constant, . Reducing the capacitance cou-
pling has less effect on the time constant as compared to
the time constant due to this square root behavior. As in-
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(a) (b)

Fig. 10. The error factors in (a) the optimum size of each repeaterh and (b) the optimum number of sectionsk , respectively, as compared to the
corresponding optimum repeater expressions based on anRC interconnect model.

TABLE IV
SIMULATION RESULTS OFUNBUFFEREDTREES, BUFFEREDTREESBASED ON ANRLC MODEL, AND BUFFEREDTREESBASED ON ANRC MODEL WITH FIVE

TIMES FASTERDEVICES. THE AREA, POWER, AND MAXIMUM PATH DELAY ARE COMPARED. THE AREA IS GENERATED BY THE REPEATERINSERTIONPROGRAM

WHILE THE POWER AND MAXIMUM PATH DELAY ARE SIMULATED USING AS/X

ductance effects increase, the square root behavior of the
time constant dominates the behavior of the propagation delay.
Thus, as inductance effects increase, the area of the inserted re-
peaters for capacitive decoupling also decreases.

A reduction in the power consumed by the buffered trees
when including inductance in the interconnect model as com-
pared to an model is a direct consequence of the reduced
repeater area. The dynamic power consumption, which is lin-
early dependent on the total capacitance of the interconnect and
the repeaters, decreases due to the reduced input and output ca-
pacitance of the repeaters. The short-circuit power consumption
is significantly less for a smaller repeater since the short-circuit
power consumed by a CMOS inverter is quadratically depen-
dent on the width of the repeater [41]–[43]. The decreased delay
achieved by including inductance is due to more accurate mod-
eling of the interconnect thereby enabling improved repeater in-
sertion which eliminates the excess repeater area that would re-
sult when using an interconnect model. This excess repeater
area increases the total delay due to the increased gate capaci-
tance.

The optimum number of sections that an line
should be partitioned into and the size of each inserted repeater

to achieve the minimum total propagation delay have been
characterized in [40] and are

(16)

and

(17)

where

(18)

and are the output resistance and input capacitance of a
minimum size repeater, respectively, and, , and are the
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TABLE V
PERCENTAGESAVINGS IN AREA, POWER, AND MAXIMUM PATH DELAY INTRODUCED BY INSERTINGREPEATERSBASED ON ANRLC MODEL RATHER THAN AN

RC MODEL. THE DEVICES USED FOR THEREPEATERS AREFROM A FIVE TIMES FASTER TECHNOLOGY AS COMPARED TO THE0.25�m
CMOS TECHNOLOGY USED TO GENERATE THE DATA LISTED IN TABLE II. THE PERCENTAGESAVINGS IN DELAY WHEN INSERTING

REPEATERS ASCOMPARED TO AN UNBUFFEREDTREE AREALSO LISTED

TABLE VI
TOTAL REPEATERAREA, TOTAL POWER, AND TOTAL MAXIMUM PATH DELAY OF ALL OF THE TREESUSING FIVE TIMES FASTERDEVICES. THE PER CENT SAVINGS

SHOWN HEREREPRESENT THEAVERAGE SAVINGS IN AREA, POWER, AND MAXIMUM PATH DELAY WHEN USING ANRLC MODEL FORREPEATERINSERTION

total resistance, inductance, and capacitance of the line, respec-
tively. Note in (16) and (17) that and are equivalent
to the expressions in [10], [11] for an line when is
equal zero ( ). The error factors in the optimum size of
each repeater and the optimum number of sections as compared
to the corresponding optimum repeater expressions based on an

interconnect model are plotted in Fig. 10. Both the size and
number of the repeaters decrease as the inductance effects in-
crease.

Another interesting aspect of (16)–(18) is that increases
as the time constant decreases, or alternatively, as faster
repeatersareused.An increase in increases thediscrepancy
between an model and an model as described by (16)
and (17) even if the same interconnect trees are buffered to min-
imize the path delay. Thus, the analytical solutions in (16)–(18)
anticipate additional savings in repeater area by including induc-
tance in the interconnect model as compared to anmodel for
technologies with faster devices. To verify this trend, five times
faster devices than the 0.25-m devices are used as repeaters to
minimize themaximumpathdelays for thesamesetof trees listed
inTableI.Theresultscorrespondingtothedata listedinTableIare
listed in Table IV. Note that the savings in area, power, and delay

increases when including inductance in the interconnect model
rather thanusingan modelwith fasterdevicesascompared to
the 0.25- m CMOS technology. The average savings increases
from 40.8% to 62.2% for the repeater area, from 15.6% to 57.2%
for the power consumption, and from 6.7% to 9.4% for the max-
imumpathdelaywhenusingfivetimesfasterdevicesascompared
to a 0.25- m CMOS technology. Thus, with a faster technology,
the penalty of ignoring inductance increases for all three primary
designcriteria:area,power,anddelay.Therefore,withtechnology
scaling, the issueof including inductance in the repeater insertion
methodology will become of paramount importance (see Tables
VandVI).

This trend can be explained intuitively by examining the spe-
cial case of a line with large inductance effects. As previously
discussed, the minimum total propagation delay can be achieved
for such a line by not inserting repeaters independent of the in-
trinsic speed of the technology. If inductance is ignored and an

model is used for such a line, the number of repeaters that
are inserted will increase as the repeaters become faster since
there is less of a penalty for inserting more repeaters. Thus, the
discrepancy between the repeater solutions based on anand
an model (zero repeater area for dominant inductance ef-
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fects) increases as faster repeaters are used. In general, the area
required by the repeaters to minimize the total propagation delay
based on an model as compared to an model increases
more rapidly as the devices become faster.

V. CONCLUSION

The effect of inductance on repeater insertion in trees
is investigated in this paper. An algorithm is introduced to in-
sert and size repeaters within an tree to minimize a va-
riety of possible cost functions. The algorithm has a polynomial
complexity proportional to the square of the number of possible
repeater positions and determines a repeater solution that is rea-
sonably close to the global minimum. It is shown that as induc-
tance effects increase, both the number of repeaters and the size
of each repeater decrease. This trend means significantly less
repeater area and power consumption due to decreased repeater
capacitance. Also, less cost can be attained by including induc-
tance in the design methodology rather than using anmodel
since the interconnect is modeled more accurately. Hence, it is
shown that including inductance in a repeater insertion design
methodology as compared to using an model improves the
overall repeater solution in terms of area, power, and delay. The
average savings in area, power, and delay for the set of trees used
in this paper are 40.8%, 15.6%, and 6.7%, respectively, when in-
serting repeaters based on an delay model as compared to
an delay model with repeaters from a 0.25m CMOS tech-
nology and copper interconnect. The average savings in area,
power, and delay increases to 62.2%, 57.2%, and 9.4%, respec-
tively, when using repeaters from a five times faster technology
with the same set of interconnect trees.

Neglecting inductance in the interconnect model for repeater
insertion is shown to cause significant error. Certain VLSI
trends will make inductance even more significant, such as:

1) lower resistivity metal alloys for interconnect, copper in-
terconnect being a primary example [30]–[32];

2) lower permeability dielectrics to insulate the intercon-
nect, which reduces the interconnect capacitance— re-
ducing the interconnect capacitance increases the effects
of inductance [27];

3) higher operating frequencies [19]–[21], [27];
4) faster devices with technology scaling and the increasing

use of SOI devices with significantly higher speed—using
faster devices increases the error caused by neglecting
inductance in the repeater insertion methodology; and

5) tighter timing constraints in VLSI circuits to meet higher
frequency targets which require more accurate delay
models.

Therefore, it is imperative that inductance be included in the
interconnect impedance model when inserting repeaters to drive

trees in high-speed circuits.
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