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Exploiting the On-Chip Inductance in High-Speed
Clock Distribution Networks

Yehea I. Ismail, Member, IEEE, Eby G. Friedman, Fellow, IEEE, and Jose L. Neves

Abstract—On-chip inductance effects can be used to improve the
performance of high-speed integrated circuits. Specifically, induc-
tance improves the signal slew rate (the rise time), virtually elimi-
nates short-circuit power consumption and reduces the area of the
active devices and repeaters inserted to optimize the performance
of long interconnects. These positive effects suggest the develop-
ment of design strategies that benefit from on-chip inductance. An
example of a clock distribution network is presented to illustrate
the process in which inductance can be used to improve the perfor-
mance of high-speed integrated circuits.

Index Terms—Clock distribution, CMOS, inductance, power,
RLC.

I. INTRODUCTION

T HE importance of on-chip inductance is continuously in-
creasing with faster on-chip rise times, wider wires, and

the introduction of new materials for low resistance intercon-
nect [1]–[16]. These increasing inductance effects are typically
viewed as an added problem that must be reckoned with, which
is accurate in many respects. Dealing with inductance requires
efficient extraction methods [3]–[7], [11] and increases the pro-
cessing time of computer-aided design (CAD) tools. Further-
more, underdamped responses can cause reliability issues and
increase noise in integrated circuits. However, the concern over
on-chip inductance is primarily due to the lack of a thorough
understanding of the related effects and an insufficient sophisti-
cation of the tools and methods that are available for designing
and analyzing high performance integrated circuits.

To date, much of the effort within industry has focused on
limiting the effects of inductance, e.g., [1], [8], and [10]. How-
ever, suppressing inductance effects is typically at the expense
of deteriorating the performance of an integrated circuit in terms
of speed, power consumption, and/or device area. An example
of a clock distribution network is presented toward the end of
this paper that illustrates this point. As described here, induc-
tance has beneficial effects on integrated circuits such as faster
signal rise times, lower power consumption, and less active de-
vice area. Design methodologies can be developed to exploit
these useful effects of on-chip inductance while maintaining
noise at acceptable levels so as to guarantee the reliable per-
formance of an integrated circuit.
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The goal of this paper is to briefly describe these beneficial
effects of inductance on the performance of an integrated circuit,
which are presented in Section II. The design of a clock distri-
bution network is presented in Section III to illustrate how in-
ductance effects can significantly improve circuit performance.
Finally, some conclusions are given in Section IV.

II. USEFUL INDUCTANCE EFFECTS

The effects of inductance on the rise time of signals within an
integrated circuit is discussed in Section II-A. It is shown that
increasing inductance effects result in faster signal rise times.
In Section II-B, the effects of inductance on the area of re-
peaters inserted to reduce signal degradation along long inter-
connects is discussed. It is shown that the total repeater area
decreases as inductance effects increase. The effects of induc-
tance on the power dissipated by CMOS gates is discussed in
Section II-C, particularly the dramatic decrease in the short-cir-
cuit power consumption of CMOS gates. Also, the decreased
device area required to drive inductive lines results in less de-
vice capacitance, which further decreases the total power con-
sumption.

A. Effects of Inductance on the Signal Rise Time

The faster rise times of signals in a high-speed integrated cir-
cuit as inductance effects increase can be best explained by ex-
amining the signal propagation characteristics in a lossy
transmission line (see Fig. 1). Signals propagating across an

transmission line travel with a frequency dependent ve-
locity given by

(1)

where and are the resistance, inductance, and capac-
itance per unit length of the line, respectively, andis the ra-
dial frequency. Furthermore, the signals attenuate as they travel
across the line with an attenuation constantgiven by [13]

(2)

The attenuation constant and the speed of propagation as func-
tions of frequency are plotted in Fig. 2 with nH/cm,

pF/cm, and with variable . The frequency components
of a signal launched at the input of an transmission line
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Fig. 1. RLC transmission line.

Fig. 2. The attenuation constant and propagation speed versus frequency.
L = 10 nH/cm,C = 1 pF/cm, andR is 10, 50, 100, 200, and400 
=cm,
respectively.

travel at different speeds and suffer different levels of attenua-
tion. As shown in Fig. 2, higher frequency components at the
edges of a pulse suffer greater attenuation as compared to any
low frequency components. The shape of a signal degrades as
the signal travels across a lossy transmission line due to the loss
of these high-frequency components. Both the attenuation con-
stant and the speed of propagation become less frequency de-
pendent as inductance effects increase or as decreases

as shown in Fig. 2. In the limiting case of a lossless line repre-
senting maximum inductance effects, the attenuation constant
is zero and the propagation speed becomes frequency indepen-
dent and is

(3)

Thus, as inductance effects increase, a pulse propagating across
an line maintains the high-frequency components in the
edges, improving the signal rise and fall times. This behavior is
qualitatively illustrated in Fig. 3.

B. Effects of Inductance on the Repeater Insertion Process

Repeater insertion has become a common design method-
ology for driving long resistive interconnect [18]–[24]. Since
the propagation delay has a square dependence on the length of
an interconnect line, subdividing the line into shorter sec-
tions by inserting repeaters is an effective strategy for reducing
the total propagation delay. Currently, typical high-performance
circuits have a significant number of repeaters inserted along the
global interconnect lines. These repeaters are large gates and
consume a significant portion of the total circuit power.

The propagation delay from the input to the output of an
line of length with an ideal power supply and an open circuit
load is given by [25]

(4)

where

(5)

is the asymptotic value at high frequencies of the attenua-
tion per unit length of the signals as the signals propagate across
a lossy transmission line as shown in Fig. 2.

For the limiting case where , (4) reduces to .
Again, note the square dependence on the length of anwire.
For the other limiting case where , the propagation delay
is given by . Note the linear dependence on the length of
the line. Inserting repeaters in an line only increases the total
delay due to the added gate delay. Thus, anline requireszero
repeater area to minimize the overall propagation delay.

In the general case of an line, the optimal repeater area
for minimum propagation delay is between the maximum re-
peater area in the case and the zero repeater area in the
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Fig. 3. Signal dispersion of a square wave signal in a lossy transmission line. (a) Pulse shape after traveling along a lossless transmission line. (b)Pulse shape
after traveling along a lossy transmission line.

Fig. 4. A CMOS gate driving another CMOS gate with anRLC transmission line connecting the two gates. The second gate drives a capacitive load.

case. The repeater area for minimum propagation delay of an
line decreases as the inductance effects increase due to the

subquadratic dependence of the propagation delay on the length
of the interconnect [25]. Hence, inserting repeaters based on an

model and neglecting inductance results in a larger repeater
area than necessary to achieve a minimum delay. The magnitude
of the excess repeater area when using anmodel depends
upon the relative magnitude of the inductance within the
tree. The reduced number of inserted repeaters also simplifies
the layout and routing constraints. Finally, the reduced repeater
area greatly reduces the power consumed by the repeaters in an
integrated circuit. A more thorough analytical analysis of the ef-
fect of inductance on the repeater insertion process can be found
in [25]. Also, an algorithm was introduced in [26] to insert re-
peaters in tree structure interconnect. The algorithm was
applied to several industrial copper interconnect trees and the re-
sults illustrates that an increase in inductance effects decreases
the number of repeaters inserted for optimum delay [26].

C. Effects of Inductance on Power Dissipation

Power consumption is an increasingly important design pa-
rameter with mobile systems and high performance, high com-
plexity circuits such as leading edge microprocessors. If the fre-
quency of switching is cycles per second, then the dynamic
power consumption is described by the well-known formula

(6)

The dynamic power depends only on the total load capacitance,
the supply voltage, and the operating frequency. As discussed
in Section II-B, increasing inductance effects result in fewer
number of repeaters as well as smaller repeater size. The smaller
size and number of repeaters, therefore, significantly reduces the
total capacitance of the repeaters and, consequently, reduces the
total dynamic power consumption.

The short-circuit power [27]–[29] results from the NMOS and
PMOS blocks of a CMOS gate being on simultaneously during
the rise and fall times of the input signal, creating a current path
between the power supply and ground. As discussed in Sec-
tion II-A, the inductance reduces the rise time of the signals in an
integrated circuit, reducing the short-circuit power. To quantify
this effect, consider the circuit configuration shown in Fig. 4. A
fast input signal drives CMOS gate 1, which in turn drives an

transmission line. The output at the far end of the
transmission line is the input to the second gate . Gate 2
drives a capacitive load . The short-circuit energy consumed
by gate 2 per cycle is listed in Table I, where the total induc-
tance of the transmission line is varied while the resistance and
capacitance are maintained constant. The data listed in Table I
is also plotted in Fig. 5. Note that as inductance effects increase,
the short-circuit power consumption significantly decreases due
to the faster input rise time.

The effect of smaller repeater sizes on the short-circuit power
consumption is significant. By decreasing the widths of the tran-
sistors, the short-circuit current decreases because the current
drive of the NMOS and PMOS transistors is linearly propor-
tional to the transistor width. Also, by decreasing the width of
the transistors, the output transition time becomes slower which
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Fig. 5. Simulations of the short-circuit energy consumed per cycle by gate 2 shown in Fig. 4 versus the inductance of the transmission line. The total resistance
and capacitance of the line are maintained constant at100 
 and 1 pF, respectively.

TABLE I
SIMULATIONS OF THE SHORT-CIRCUIT ENERGY CONSUMED PERCYCLE BY

GATE 2 SHOWN IN FIG. 4. THE TOTAL INDUCTANCE OF THETRANSMISSION

LINE IS VARIED WHILE THE RESISTANCE ANDCAPACITANCE ARE HELD

CONSTANT AT 100 
 AND 1 PF, RESPECTIVELY

decreases the source-to-drain voltage of the transistor passing
the short-circuit current. Since the output current is proportional
to the source-to-drain voltage of a MOS transistor operating in
the linear region, the short-circuit current is smaller with de-
creasing transistor size. Thus, decreasing the transistor sizes has
a two fold effect on the short-circuit power. In general, the short-
circuit power has a super linear dependence on gate size. AS/X1

[17] simulations of the short-circuit energy/cycle of a CMOS
gate driving a constant capacitance of 0.2 pF with a 100-ps input
rise time versus gate size are depicted in Fig. 6. The super linear
behavior is evident in Fig. 6. Thus, the smaller repeater size and
number significantly reduces the overall short-circuit power. Fi-
nally, it has been shown in [29] that the short-circuit power con-
sumption of a CMOS gate decreases as the inductance of the
driven net becomes more significant.

III. CLOCK DISTRIBUTION NETWORK EXAMPLE

The clock distribution network significantly affects the per-
formance of an integrated circuit and consumes a large portion

1AS/X is a dynamic circuit simulator developed and used by IBM. AS/X is
similar to SPICE but has a specific emphasis on transmission line networks and
uses the ASTAP language for describing the circuit in the input files.

of the total chip power (typically 30 to 40%) [30], [31]. De-
signing an efficient and reliable clock distribution network is of
primary importance for a high-performance integrated circuit.
To illustrate the concepts discussed in Section II, the clock dis-
tribution network of an integrated circuit is investigated. The in-
tegrated circuit has been designed using a 0.18-m IBM CMOS
technology with copper interconnect. The supply voltage for
this technology is 1.8 V and the target frequency of the circuit is
250 MHz. The integrated circuit has four primary modules and
several other smaller modules.

The clock distribution network at the top level is composed
of a wide buffer that drives a four-node tree carrying the
clock signal to the center of the four quadrants of the integrated
circuit. At the center of each of the four quadrants, a local central
wide buffer receives the clock signal and drives the local clock
distribution network of each quadrant. Each local central buffer
drives a clock tree connected to an average of 1350 sinks. At
each sink, a final buffer (a CMOS inverter) receives the clock
signal and drives the final group of flip flops. Each of the final
buffers drives a capacitive load of approximately 250 fF. The
structure of the local clock distribution network of this module
is schematically depicted in Fig. 7.

The top level and local clock distribution networks have been
initially simulated with wires sized to satisfy the design con-
straints of the clock tree. The slew should be within 5% of the
clock period at the input of the latches and the clock delay (or
the phase delay) must be less than the clock period. AS/X [17]
simulated waveforms at the input of the central buffer and
at the inputs of the final buffers are shown in Fig. 8. The
initial choice of wire sizes results in degraded signal waveforms
on the internal nodes of the clock distribution network. Note that
the rise time of the signals illustrated in Fig. 8 is greater than one
ns. The final buffers restore the signal rise time to 200 ps at the
input of the local flip flops . This faster rise time is nec-
essary to maintain stable operation of the flip flops. Thus, the
performance of the clock distribution network satisfies a target
cycle period of 4 ns. Note also that this clock distribution net-
work suffers no inductance effects, therefore, an model can
be used to model the clock distribution network.
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Fig. 6. Simulations of the short-circuit energy consumed per cycle by a gate driving a load capacitance of 0.2 pF versus the gate width. The rise time of the input
signal is 100 ps.

Fig. 7. Local clock distribution network of a primary quadrant of a large integrated circuit.

The power consumption of the clock distribution network,
however, is excessively high due to the slow signal rise times at
the inputs of the central buffer and the final buffers. AS/X sim-
ulations of the dynamic and short-circuit power consumption of
the central buffer are shown in Fig. 9. The current depicted in
Fig. 9 is drawn from the supply voltage through the PMOS
network. When the output is pulled down, this current represents

the short-circuit current. When the output is pulled high, the cur-
rent from the supply represents the sum of the short-circuit cur-
rent (through the -channel transistor) and the dynamic current
charging the output capacitance. The energy shown in Fig. 9 is
the integration of the supply current multiplied by the supply
voltage and represents the total energy consumed by the gate
at any given time. Note in Fig. 9 that the short-circuit power is
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Fig. 8. AS/X [17] simulations of the signals at the input of the central bufferV , at the input of the final buffersV , and at the output of the final buffers
V for the local clock distribution network shown in Fig. 7 with narrow wires.

Fig. 9. AS/X [17] simulations of the dynamic current, short-circuit current, and energy of the central buffer in the local clock distribution networkdepicted in
Fig. 7 with narrow wires.

much higher than the dynamic power consumption, constituting
about 80% of the total power consumption of the central buffer.
This large amount of short-circuit current directly contradicts
the common conception that the short-circuit power contributes

less than 20% of the total power consumption [27], [28]. This
20% figure is typically true when the input and output rise times
are close to each other. However, for this clock distribution net-
work example, the input rise time is extremely slow and the final
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Fig. 10. AS/X [17] simulations of the dynamic current, short-circuit current, and energy of one of the final buffers in the local clock distribution network depicted
in Fig. 7 with narrow wires.

TABLE II
DYNAMIC AND SHORT-CIRCUIT ENERGY OF THECENTRAL BUFFER AND THEFINAL BUFFERS IN THELOCAL CLOCK DISTRIBUTION NETWORK DEPICTED

IN FIG. 7 WITH NARROW WIRES

TABLE III
THE POWER CONSUMPTION OF THECENTRAL BUFFER, THE FINAL BUFFERS, AND THE CLOCK DISTRIBUTION NETWORK IN FIG. 7 WHEN WIDER

WIRES AREUSED ASCOMPARED TO A NARROW WIRE IMPLEMENTATION

buffers provide sufficient current to enable small rise times of
200 ps at the inputs of the flip flops. AS/X simulations of the
dynamic and short-circuit power of one of the final buffers are
shown in Fig. 10. Note again that the short-circuit power domi-
nates the dynamic power. The dynamic and short-circuit power
consumption of the central buffer and the final buffers are listed
separately in Table II.

To decrease the power dissipated by the final buffers, the
clock distribution network is rerouted with wires twice as wide
as the original wires. Simulations of the signals at the input of

the central buffer and the final buffers are shown in Fig. 11.
The rise time of these signals is below 200 ps. The short-cir-
cuit and dynamic power of the central buffer and a single final
buffer are shown in Figs. 12 and 13, respectively. Note that
the dynamic power consumption of the central buffer has in-
creased due to the increased capacitance of the wider wires
driven by the central buffer. However, the faster input rise time
has effectively eliminated the short-circuit power, reducing the
total power consumption of the central buffer. The short-circuit
power consumed by the final buffers is also virtually eliminated
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Fig. 11. AS/X [17] simulations of the signals at the inputs of the central buffer and the final buffers in the local clock distribution network depictedin Fig. 7 with
wider wires.

Fig. 12. AS/X [17] simulations of the dynamic current, short-circuit current, and energy of the central buffer in the local clock distribution network depicted in
Fig. 7 with wider wires.

while the dynamic power remains constant since the load of the
final buffers has not changed. The power consumption of the
redesigned clock distribution network is compared to the power
consumption of the original clock distribution network design
in Table III.

Note that the effects of inductance are now prominent with the
use of wider wires in the clock distribution network, requiring
that inductance be included in the interconnect model. This ex-

ample illustrates that exposing inductance effects can improve
the performance of an integrated circuit and that penalties in
rise time, delay, and/or power consumption are incurred if these
effects are eliminated. The overshoot that appears in the signal
waveforms shown in Fig. 13 does not cause any significant re-
liability problems. In certain cases, the increased power can be
tolerated. However, if the original clock distribution network is
intended to operate at 500 MHz, the signals at the inputs of the
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Fig. 13. AS/X [17] simulations of the dynamic current, short-circuit current, and energy of one of the final buffers in the local clock distribution network depicted
in Fig. 7 with wider wires.

Fig. 14. AS/X [17] simulations of the signal at the input of a final buffer in the local clock distribution network operating at 500 MHz as depicted in Fig. 7 with
narrow wires.

final buffers become problematic as shown in Fig. 14. Note that
the signals do not reach the required logic levels and the voltage
swing is reduced, decreasing the noise margin. Such signals are
unacceptable in a high-performance integrated circuit. In this
case, wider wires are not only necessary to reduce the power but
to also maintain reliable operation of the integrated circuit (IC).
To achieve sufficiently fast signal rise times while maintaining
reliable operation at high clock frequencies, wider drivers and
wires should be used, resulting in greater inductance effects.

IV. SUMMARY

It is shown in this paper that on-chip inductance can be ex-
ploited to improve the performance of high-speed integrated
circuits. Specifically, inductance improves the signal slew rate,
dramatically reduces the short-circuit power consumption, and
reduces the area of the active repeaters inserted to optimize the
performance of long interconnects. These beneficial effects en-
courage design strategies that can exploit on-chip inductance.
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AS/X simulations of a clock distribution network have been pre-
sented to illustrate how inductance can be used to improve the
performance of high speed integrated circuits. The power con-
sumption of the clock distribution network decreases from 3670
pJ/cycle to 1582 pJ/cycle and the slew rate decreases from 1.2
ns to 200 ps on the internal nodes of the clock distribution net-
work when wider, more inductive, wires are used.
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