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50.1 Introduction

 

The concept of 

 

data 

 

or 

 

information

 

 processing arises in a variety of fields. Understanding the principles
behind this concept is fundamental to computer design, communications, manufacturing process control,
biomedical engineering, and an increasingly large number of other areas of technology and science. It is
impossible to imagine modern life without computers for generating, analyzing, and retrieving large
amounts of information, as well as for communicating information to end users regardless of their location.

Technologies for designing and building microelectronics-based computational equipment have been
steadily advancing ever since the first commercial 

 

discrete integrated circuits

 

 were introduced in the late
1950s [1]. 

 

∗

 

As predicted by 

 

Moore’s law

 

 in the 1960s [2], integrated circuit (IC) densities have been doubling
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Monolithic ICs were introduced in the 1960s.
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approximately every 18 months, and this doubling in size has been accompanied by a similar expo-
nential increase in circuit speed (or more precisely, clock frequency). These trends of steadily increasing
circuit size and clock frequency are illustrated in Figure 50.1(a) and Figure 50.1(b), respectively. As a
result of this revolution in semiconductor technology, it is not unusual for modern integrated circuits
to contain hundreds of millions of switching elements (i.e.,

 

 

 

transistors) packed into a chip area as
large as 500 mm

 

2 

 

[3–6]. Such technological capability is due to advances in both design methodologies
and physical manufacturing technologies. Research and experience demonstrate that this trend of
exponentially increasing integrated circuit-based computational power will continue into the foresee-
able future.

Integrated circuit performance is typically characterized [7] by the 

 

speed of operation, 

 

the available

 

circuit functionality

 

, and the 

 

power consumption

 

, and there are multiple factors which directly a

 

ff

 

ect these
performance characteristics. While each of these factors is significant, on the technological side, increased
circuit performance has been largely achieved by the following approaches:

• Reduction in feature size (technology scaling), that is, the capability of manufacturing physically
smaller and faster device structures

• Increase in chip area, permitting a larger number of circuits and therefore greater on-chip
functionality

• Advances in packaging technology, permitting the increasing volume of data tra

 

ffi

 

c between an
integrated circuit and its environment as well as the e

 

ffi

 

cient removal of heat generated during
circuit operation

The most complex integrated circuits are referred to as very large scale integration (VLSI) circuits. This
term describes the complexity of modern integrated circuits consisting of hundreds of thousands to many
millions of active transistor elements. Presently, the leading integrated circuit manufacturers have a tech-
nological capability for the mass production of VLSI circuits with feature sizes as small as 65 nm [8]. These
technologies are identified with the terms 

 

nanometer

 

 or 

 

very deep submicrometer

 

 (VDSM) technologies.
As these dramatic advances in fabrication technologies take place, integrated circuit performance is

often limited by e

 

ff

 

ects closely related to the very reasons behind these advances such as small geometry
interconnect structures. Circuit performance becomes strongly dependent and limited by electrical issues
that are particularly significant in deep submicrometer integrated circuits. 

 

Signal delay

 

 and related

 

FIGURE 50.1  

 

Moore’s law—exponential increase in circuit integration and clock frequency. (a) Evolution of the
number of transistors per IC. (b) Evolution of clock frequency.
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waveform e

 

ff

 

ects

 

 are among those phenomena that have great impact on high performance integrated
circuit design methodologies and the resulting system implementation. In the case of fully synchronous
VLSI systems, these e

 

ff

 

ects have the potential to create catastrophic failures due to the limited time
available for signal propagation between logic gates.

Specifically, in Section 50.2, general timing and operational properties of synchronous circuits are
presented. In Section 50.3, the modeling of synchronous circuit components (suitable for computer
manipulation) is presented. Also in Section 50.3, the impact of the clock distribution network on circuit
timing is described. In Section 50.4, system timing is analyzed. First, system timing properties of edge-
triggered and level-sensitive circuits are analyzed. Then, clock skew scheduling methodologies for both
types of circuit structures are described. Last, the limitations to improvements in circuit performance
achievable through clock skew scheduling are presented. The section is finalized with an appendix
containing a glossary of the many terms used throughout this chapter.

 

50.2 Synchronous VLSI Systems

 

Owing to the relative simplicity in the design process, the analysis and optimization of VLSI circuits are
generally based on logic components operating under a fully synchronous synchronization scheme. In
the following sections, these design concepts are briefly reviewed and related fundamental properties are
identified. The operational components of VLSI systems relevant to system timing are highlighted.

 

50.2.1 General Overview

 

Typically, a digital VLSI system performs a complex computational algorithm, such as a fast Fourier
transform or a RISC

 

† 

 

architecture microprocessor. Although modern VLSI systems contain a large
number of components, these systems normally employ only a limited number of different kinds of

 

logic elements 

 

or 

 

logic gates

 

. Each logic element accepts certain input signals and computes an output
signal for use by other logic elements. At the logic level of abstraction, a VLSI system is a 

 

network

 

 of
hundreds of thousands or more logic gates whose terminals are 

 

interconnected

 

 by wires to implement
a target algorithm.

The switching variables acting as inputs and outputs of a logic gate in a VLSI system are represented by
tangible physical quantities,

 

‡

 

 while a number of these devices are interconnected to yield the desired function
of each logic gate. The specific physical characteristics are collectively summarized with the term 

 

technology

 

,
encompassing details such as the type and behavior of the devices that can be built, the number and sequence
of manufacturing steps, and the impedance of the different interconnect materials. Today, several technol-
ogies make possible the implementation of high-performance VLSI systems—these technologies are best
exemplified by CMOS, bipolar, BiCMOS, and gallium arsenide [9,10]. CMOS technology, in particular,
exhibits many desirable performance characteristics, such as low power consumption, high density, ease of
design, and moderate to high speed. Owing to these excellent performance characteristics, CMOS technol-
ogy has become the dominant VLSI technology used today.

The design of a digital VLSI system requires a great deal of e

 

ff

 

ort to consider a broad range of
architectural and logical issues; that is, choosing the appropriate gates and interconnections among these
gates to achieve the required circuit function. No design is complete, however, without considering the

 

dynamic

 

 (or transient) characteristics of the signal propagation, or, alternatively, the changing behavior
of signals with 

 

time

 

. Every computation performed by a switching circuit involves multiple signal tran-
sitions between logic states and requires a 

 

finite

 

 amount of time to complete. The voltage at every circuit
node must reach a specific value for the computation to be completed. State-of-the-art integrated circuit
design is therefore largely centered around the di

 

ffi

 

cult task of predicting and properly interpreting signal
waveform shapes at various points in a circuit.

 

†

 

RISC, reduced instruction set computer.

 

‡

 

Quantities such as the 

 

electrical voltages

 

 and 

 

currents

 

 in electronic devices.
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In a typical VLSI system, millions of signal transitions determine the individual gate delays and the
overall speed of the system. Some of these signal transitions can be executed 

 

concurrently

 

 while others
must be executed in a strict 

 

sequential

 

 order [11]. The sequential occurrence of the latter operations—or
signal transition 

 

events

 

—must be properly coordinated in time such that logically correct system
operation is guaranteed and the results are reliable (in the sense that these results can be repeated). This
coordination is known as 

 

synchronization

 

 and is critical to ensuring that any pair of logical operations
in a circuit with a precedence relationship proceed in the proper order. In modern digital integrated
circuits, synchronization is achieved at all stages of the system design process and operation by a variety
of techniques, known as a 

 

timing discipline

 

 or 

 

timing scheme

 

 [9,12–14]. With some exceptions, these
circuits are based on a 

 

fully synchronous

 

 timing scheme, specifically developed to cope with the finite
speed required by the physical signals to propagate through the system.

An example of a 

 

fully synchronous

 

 system is shown in Figure 50.2(a). As illustrated in Figure 50.2(a), there
are three recognizable components in this system. The first component—the logic gates, collectively referred
to as the 

 

combinational logic

 

—provides the range of operations that a system executes. The second
component—the 

 

clocked storage

 

 elements or simply the 

 

registers

 

—are elements that store the results of the
logical operations. Together, the combinational logic and registers constitute the 

 

computational

 

 portion of
the synchronous system and are interconnected in a way that implements the required system function. The
third component of the synchronous system—known as the 

 

clock distribution network

 

—is a highly
specialized circuit structure which does not perform a computational process but rather provides an impor-
tant control capability. The clock generation and distribution network controls the overall synchronization
of the circuit by 

 

generating

 

 a time reference and properly 

 

distributes

 

 this time reference to every register.
The normal operation of a synchronous system, such as the example finite-state machine shown in

Figure 50.2(a), consists of the iterative execution of computations in the combinational logic followed
by the storage of the processed results in the registers. The actual process of storage is temporally
controlled by the clock signal and occurs once the signal transients in the logic gate outputs are completed
and the outputs have settled to a valid state. At the beginning of each computational cycle, the inputs of
the system together with the data stored in the registers initiate a new switching process. As time proceeds,
the signals propagate through the logic, generating results at the logic output. By the end of the clock
period, these results are stored in the registers. During the following clock cycle, the stored data values
start propagating through the logic, progressing toward the system outputs.

 

FIGURE 50.2  

 

A synchronous system. (a) Finite-state machine model of a synchronous system. (b) A local data path.
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The operation of a digital system can therefore be thought of as the sequential execution of a large set
of simple computations that occur concurrently in the combinational logic portion of the system. The
concept of a 

 

local data path

 

 is a useful abstraction for each of these simple operations and is shown in
Figure 50.2(b). The magnitude of the delay of the combinational logic is bound by the requirement of
storing data in a register within a clock period. The initial register

 

 

 

R

 

i

 

 is the storage element at the
beginning of the local data path and provides some or all of the input signals for the combinational logic
at the beginning of the computational cycle (defined by the beginning of the clock period). The

 

combinational

 

 

 

path

 

 ends with the data successfully latching within the final register 

 

R

 

f

 

 where the results
are stored at the end of the computational cycle. Registers act as 

 

sources

 

 and 

 

sinks

 

 for the data between
the clock cycles.

 

50.2.2 Advantages and Drawbacks of Synchronous Systems

 

The behavior of a fully synchronous system is well defined and controllable as long as the 

 

time window

 

provided by the clock period is su

 

ffi

 

ciently long to allow every signal in the circuit to propagate through
the required logic gates and interconnect wires and successfully latch within the final register. In
designing the system and choosing the proper clock period, however, two contradictory requirements
must be satisfied. First, the smaller the clock period, the more computational cycles can be performed
by the circuit in a given amount of time. Alternatively, the time window defined by the clock period
must be su

 

ffi

 

ciently long such that the slowest signals reach the destination registers before the current
clock cycle is concluded and the following clock cycle is initiated.

Such an organization of computation has certain clear advantages that propel a fully synchronous
timing scheme to remain as the primary choice for digital VLSI systems:

• The properties and variations are simple and well understood.
• The scheme eliminates the nondeterministic behavior of the propagation delay in the

combinational logic (due to environmental and process fluctuations and unknown input signal
patterns) such that the system exhibits a deterministic behavior corresponding to the imple-
mented algorithm.

• The circuit design does 

 

not 

 

need to be concerned with glitches in the combinational logic outputs,
so the only relevant dynamic characteristic of the logic is the 

 

propagation delay

 

.
• The state of the system is completely defined within the storage elements—this fact greatly

simplifies certain aspects of the design, debug, and test phases in developing a large system.

A synchronous paradigm, however, also has certain limitations that make the design of synchronous
VLSI systems increasingly challenging:

• This synchronous approach has a serious drawback in that the timing scheme requires the overall
circuit to operate as slow as the 

 

slowest

 

 register-to-register path. Thus, the global speed of a fully
synchronous system depends upon those paths in the combinational logic with the largest
delays—these paths are also known as the 

 

worst-case

 

 or 

 

critical 

 

paths. In a typical VLSI system,
the propagation delays in the combinational paths are distributed unevenly so there may be many
paths with delays much smaller than the clock period. Although these paths could operate correctly
at a lower clock period—higher clock frequency—it is those paths with the largest delays that
bound the clock period, thereby imposing a limit on the overall system speed. This imbalance in
propagation delays is sometimes so dramatic that the system speed is dictated by only a handful
of very slow paths.

• The clock signal has to be distributed to tens of thousands of storage registers scattered throughout
the system. A significant portion of the system area and dissipated power is therefore devoted to
the clock distribution network (reviewed in Section 50.3)—a circuit structure that does not
perform any computational function.
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• The reliable operation of the system depends upon the assumptions concerning the value of the
propagation delays, which, if not satisfied, can lead to catastrophic timing violations and render
the system unusable.

50.3 Synchronous Timing and Clock Distribution Networks

The timing of a synchronous VLSI system is characteristically analyzed at the level of its synchronous
building blocks, the local data paths. In the following sections, the simple and effective modeling of
synchronous building blocks is described. The effects of clock distribution networks on circuit operation
are also presented.

50.3.1 Background
As described in Section 50.2, most high-performance digital integrated circuits implement data-processing
algorithms based on the iterative execution of basic operations. Typically, these algorithms are highly
parallelized and pipelined by inserting clocked registers at specific locations throughout the circuit. The
synchronization strategy for these clocked registers in the vast majority of VLSI-based digital systems is a
fully synchronous approach. It is not uncommon for the computational process in these systems to be
spread over hundreds of thousands of functional logic elements and tens of thousands of registers.

For such synchronous digital systems to function properly, the vast number of switching events require
a strict temporal ordering. This strict ordering is enforced by a global synchronization signal known as
the clock signal. For a fully synchronous system to operate correctly, the clock signal must be delivered
to every register at a precise relative time. The delivery function is accomplished by a circuit and
interconnect structure known as a clock distribution network [15].

Multiple factors affect the propagation delay of the data signals through the combinational logic gates
and the interconnect. Since the clock distribution network is composed of logic gates and interconnection
wires, the signals in the clock distribution network are also delayed. Moreover, the dependence of the
correct operation of a system on the signal delay in the clock distribution network is far greater than on
the delay of the logic gates. Recall that by delivering the clock signal to registers at precise times, the
clock distribution network essentially quantizes the time of a synchronous system (into clock periods),
thereby permitting the simultaneous execution of operations.

The nature of the on-chip clock signal has become a primary factor in limiting circuit performance,
causing the clock distribution network to become a performance bottleneck for high-speed VLSI systems.
The primary source of load for the clock distribution network has shifted from the logic gates to the
interconnect, thereby changing the physical nature of the load from a lumped capacitance (C) to a
distributed resistive-capacitive (RC) load and eventually a distributed resistive-capacitive-inductive (RLC)
load [7,16,17]. These interconnect impedances degrade the on-chip signal waveform shapes and increase
the path delay. Furthermore, uncertainty is introduced into the signal timing due to statistical variations
in the parameters characterizing the circuit elements along the clock and data signal paths, caused by
the imperfect control of the manufacturing process and the environment. These changes in circuit
behavior have a profound impact on both the choice of synchronous design methodology and on the
overall circuit performance. Among the most important consequences are increased power dissipated by
the clock distribution network as well as the increasingly challenging timing constraints that must be
satisfied to avoid timing violations [3–6,15,18–20].

50.3.2 Definitions and Notation
A synchronous digital system is a network of logic gates and registers whose input and output terminals
are interconnected by wires. A sequence of connected logic gates (no registers) is called a signal path.
Signal paths bounded by registers are called sequentially adjacent paths.  
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Definition 50.1 (Sequentially adjacent pair of registers). For an arbitrary ordered pair of registers
〈Ri, Rf) in a synchronous circuit, one of the following two situations can be observed. Either there
exists at least one signal path that connects some output of Ri to some input of Rf or any input of Rf

cannot be reached from any output of Ri by propagating through a sequence of logic elements only.
In the former case—denoted by —the pair of registers 〈Ri, Rf〉 is called a sequentially
adjacent pair of registers and switching events at the output of Ri can possibly affect the input of Rf

during the same clock period. A sequentially adjacent pair of registers is also referred to as a local
data path [15].

A sample local data path with a register (a flip-flop or a latch) is shown in Figure 50.3.
δ  

In Figure 50.3,
the clock signals Ci and Cf driving the initial register Ri and the final register Rf, respectively, of the local
data path are shown.

Definition 50.2 For any ordered pair of registers 〈Ri , Rj〉 in a fully synchronous circuit driven by
the clock signals Ci and Cj , respectively, the clock skew TSkew(i, j) is defined as the difference:

(50.1)

where t i
cd and t j

c d are the clock delays of the clock signals Ci and Cj , respectively.

In Definition 50.2, the clock delays t i
cd  and t j

cd are with respect to some reference point. A commonly
used reference point is the source of the clock distribution network. Note that the clock skew TSkew(i, j)
as defined in Definition 50.2 obeys the antisymmetric property,

(50.2)

Depending on the values of t i
cd  and t f

cd  , the skew can be zero (t i
cd  ! t f

cd ), negative (t i
cd  < t f cd ), or

positive (t i
cd  > t f cd ). This behavior is illustrated in Figure 50.4.

FIGURE 50.3  A local data path.

FIGURE 50.4  Lead/lag relationships causing clock skew to be zero, negative, or positive.

δExamples of local data paths with flip-flops and latches are shown in Figure 50.17 and Figure 50.21, respectively.
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Note that the clock skew as defined above is only defined for sequentially-adjacent registers, that is,
for local data paths [such as the path shown in Figure 50.2(b)].

Definition 50.3 (Data propagation time). For any arbitrary pair of registers 〈Ri, Rf〉 in a local data
path of a synchronous circuit, the amount of time a data signal is processed in the combi-
national logic block is defined as the data propagation time Di,f

P  .

Conventionally, the timing analysis of sequential circuits is performed when the circuit components are
modeled with min–max timing models. In the min–max timing model, the delay information of a circuit
component is represented with two quantities; the minimum corresponding to the delay of the compo-
nent under best-case operation conditions and the maximum for the worst-case operation conditions.
The subscripts m and M appended to the parameter D i,f

P  represent the minimum and maximum data
propagation times, D i,f

Pm

 
and D i,f

PM, respectively, constituting the min–max timing model for the local
data path .

A fully synchronous digital circuit is formally defined as follows:

Definition 50.4 A fully synchronous digital circuit S = 〈G,R,C〉 is an ordered triple, where

• G = {g1, g2 , … , gM} is the set of all combinational logic gates,
• R = {R1, R2 , … , RN} is the set of all registers, and
• C = ||ci " j ||N " N  is a matrix describing the connectivity of G where for every element ci,j of C

Note that in a fully synchronous digital system there are no purely combinational signal cycles, that is,
the input of any logic gate Gk cannot be reached by starting at the same gate and propagating through
a sequence of combinational logic gates only [15,21].

50.3.3 Graph Model of a Fully Synchronous Digital Circuit
Certain properties of a synchronous digital circuit may be better understood by analyzing a graph model
of a circuit. A synchronous digital circuit can be modeled as a directed graph [22,23] G with a vertex
set V = {v1,…,vN} and an edge set  An example of a circuit graph G is illustrated
in Figure 50.5(a). The number of registers in the circuit is where the vertex vk corresponds to
the register Rk. The number of local data paths in the circuit is    for the example shown in
Figure 50.5. An edge is directed from vi to vj iff In the case where multiple paths between a
sequentially adjacent pair of registers  exist, only one edge connects vi to vj . The underlying graph

FIGURE 50.5  Graphs G and its underlying graph Gu of a circuit with N = 5 registers. (a) The directed graph G.
(b) The underlying graph Gu of G.
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Gu of the graph G is a nondirected graph that has the same vertex set V, where the directions have been
removed from the edges. The underlying graph Gu of the graph G depicted in Figure 50.5(a) is shown
in Figure 50.5(b). Furthermore, an input or an output of the circuit is indicated in Figure 50.5 by an
edge incident to only one vertex.

50.3.4 Clock Skew Scheduling
The majority of the approaches used to design a clock distribution network simplify the performance
goals by targeting minimal or zero global clock skew [24–26], which can be achieved by different
routing strategies [27–30], buffered clock tree synthesis, symmetric n-ary trees [31] (most notably H-trees),
or a distributed series of buffers connected as a mesh [15,32]. A zero clock skew scheme is established
by distributing the clock signal to all synchronous components of a circuit with identical clock delays.
In other words, the clock skew evaluates to zero on all of the local data paths of a zero clock skew
circuit:

(50.3)

For zero clock skew systems, the clock period TCP is limited by the largest maximum data propagation
time Di,f

PM on the circuit:

(50.4)

If the circuit operates at any clock period less than the largest maximum data propagation time, a timing
hazard occurs. For any clock period greater than this value, the circuit is fully functional (no timing
hazards occur). Finding a clock period TCP for which a zero clock skew circuit is fully functional (equal
to or greater than the largest data propagation time Di,f

PM ), is always possible, making it convenient to
design zero clock skew systems. Consequently, the application of zero clock skew schemes has been central
to the design of fully synchronous digital circuits for decades [15,33].

The vector column of clock delays TCD ![t1
cd , tcd

2
 , … ]T is called a clock schedule [15,34]. A clock schedule

that satisfies Eq. (50.3) is called a trivial clock schedule. Note that a trivial clock schedule TCD implies
global zero clock skew since for any i and thus, TSkew(i, f ) = 0. If TCD is chosen such that the
timing constraints of a circuit are satisfied for every local data path , TCD is called a consistent
clock schedule.

The goal of nonzero clock skew scheduling is to compute a consistent clock schedule that is not trivial,
while improving the circuit performance. It has been shown in Refs. [15,24–26,35–37] that by adopting a
nonzero clock skew synchronization scheme, synchronous circuits can operate at clock periods less than
the largest maximum data propagation time of the circuit. In nonzero clock skew systems, the clock signal
delays tcd at certain registers are intentionally delayed to provide additional data-processing time on slower
local data paths. Mathematically, the nonzero clock skew values (also called useful skew) evaluate to
TSkew(i, f ) ≠   0 for some (or

 

all ) local data paths of the circuit.
The process of determining a consistent clock schedule TCD can be considered as the mathematical

problem of optimizing the circuit performance under the timing constraints of a circuit. However, there
are important practical issues to consider before a clock schedule can be properly implemented. A clock
distribution network must be synthesized such that the clock signal is delivered to each register with the
proper delay so as to satisfy the clock skew schedule TCD. Furthermore, this clock distribution network
must be constructed so as to minimize the deleterious effects of interconnect impedances and process
parameter variations on the implemented clock schedule. Synthesizing the clock distribution network
typically consists of determining a topology for the network, together with the circuit design and physical
layout of the buffers and interconnect within the clock distribution network [15].

∀ = ⇒ =R Ri f
i f

Skew( ), : t tcd cd T i, f 0

min max
i f,

i,fT DCP PM=
∀ R R

( )

f ,t tcd cd
i f= ,

R Ri f!

R Ri f!
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50.3.5 Structure of a Clock Distribution Network
The clock distribution network is frequently organized as a rooted tree structure [15,22,24], as illustrated
in Figure 50.6, and is often called a clock tree [15]. A circuit schematic of a clock distribution network is
shown in Figure 50.6(a). An abstract graphical representation of the tree structure depicted in Figure 50.6(a)
is shown in Figure 50.6(b). The unique source of the clock signal is at the root of the tree. This signal is
distributed from the source to every register in the circuit through a sequence of buffers and interconnect.
Typically, a buffer in the network drives a combination of other buffers and registers in the VLSI circuit.
An interconnection network of wires connects the output of the driving buffer to the inputs of these
driven buffers and registers. An internal node of the tree corresponds to a buffer and a leaf node of the
tree corresponds to a register. There are N leaves¶ in the clock tree labeled F1 through FN where leaf Fj

corresponds to register Rj. A clock tree topology that implements a given clock schedule TCD must enforce
a clock skew TSkew(i, f ) for each local data path  of the circuit to ensure that the timing constraints
of the circuit are satisfied. This topology, however, can be affected by three important issues relating to
the operation of a fully synchronous digital system.

50.3.5.1 Linear Dependency of the Clock Skews

An important corollary related to the conservation property [15] of clock skew is that there exists a linear
dependency among the clock skews of a global data path that form a cycle in the underlying graph of the
circuit. Specifically, if v0, e1,v1 (≠ v0), …, vk!1, ek, vk / v0 is a cycle in the underlying graph of the circuit,

(50.5)

The property described by Eq. (50.5) is illustrated in Figure 50.5 for the undirected cycle v1,v4,v3,v2,v1. 
Note that

(50.6)

FIGURE 50.6  Tree structure of a clock distribution network. (a) Circuit structure of the clock distribution network.
(b) Equivalent graph of a clock tree structure that corresponds to the circuit shown in (a).

¶The number of registers N in the circuit.
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The importance of this property is that Eq. (50.5) describes the inherent correlation among certain
clock skews within a circuit. These correlated clock skews therefore cannot be independently optimized.
Returning to Figure 50.5, note that it is not necessary that a directed cycle exists in the directed graph
G of a circuit for Eq. (50.5) to hold. For example, v2 ,v3,v4 is not a cycle in the directed circuit graph G
in Figure 50.5(a) but v2 ,v3 ,v4 is a cycle in the undirected circuit graph Gu in Figure 50.5(b). In addition,
TSkew(2,3) + TSkew(3,4) + TSkew(4,2) = 0, that is, the skews TSkew(2, 3), TSkew(3,4), and TSkew(4,2) are linearly
dependent. A maximum of  clock skews can be chosen independently of each other in
a circuit, which is easily proven by considering a spanning tree of the underlying circuit graph Gu [22,23].
Any spanning tree of Gu will contain (N ! 1) edges—each edge corresponding to a local data path—and
the addition of any other edge of Gu will form a cycle such that Eq. (50.5) holds for this cycle. Note, for
example, that for the circuit modeled by the graph shown in Figure 50.5, four independent clock skews
can be chosen such that the remaining three clock skews can be expressed in terms of the independent
clock skews.

The interdependency of the clock skew values makes the analysis of clock skew scheduling methods a
difficult problem. Owing to this interdependency characteristic, a clock skew value cannot be determined
independent of the remaining clock skews, thus a typical clock-skew scheduling method must simulta-
neously encompass the analysis of all local data paths. Such simultaneous analysis of all local data paths
in a given synchronous circuit is typically structured by including the timing constraints of every local
data path in a single optimization problem.

50.3.5.2 Differential Character of the Clock Tree
In a given circuit, the clock signal delay t j

cd  from the clock source to the register Rj is equal to the sum
of the propagation delays of the buffers on the unique path that exists between the root of the clock tree
and the leaf Fj corresponding to the j th register. Furthermore, if  is a sequentially adjacent pair
of registers, there is a portion of the two paths—denoted —between the root of the clock tree and Ri

and Rf, respectively, that is common to both paths. This concept is illustrated in Figure 50.7. A portion
of a clock tree is shown in Figure 50.7 where each of the vertices 1 through 9 corresponds to a buffer in
the clock tree. The vertices 4, 5, and 9 are leaves of the tree and correspond to the registers R4, R5, and

FIGURE 50.7  Illustration of the differential nature of the clock tree.
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R9, respectively.|| The local data paths  and  are indicated in Figure 50.7 with arrows while
the paths of the clock signals to each of the registers R4, R5, and R9 are shown in Figure 50.7 as lightly
shaded. The portion of the clock signal paths common to both registers of a local data path is shaded
darker in Figure 50.7—note the segments 1→2→ 3 for  and 1→ 2 for .

Similarly, there is a portion of the clock signal path to any of the registers Ri and Rf in a sequentially
adjacent pair of registers , denoted by Pi

if and Pf
if , respectively, that is unique to this register.

Returning to Figure 50.7, the segments 3→ 4 and 3→5 are unique to the clock signal paths to the registers
R4 and R5 while the segments 2→3→5 and 2→6→9 are unique to the clock signal paths to the registers
R5 and R9, respectively.

Note that the clock skew TSkew(i, f ) between the sequentially adjacent pair of registers  is
equal to the difference between the accumulated buffer propagation delays between Pi

if and Pf
if , that

is, TSkew (i, f ) ! Delay(Pi
if) #Delay(Pf

if ). Therefore, any variation of circuit parameters over will not
affect the value of the clock skew TSkew(i, f ). For the example shown in Figure 50.7, TSkew(4,5) =
Delay(P 4

4,5) #Delay(P 5
4,5) and T Skew(5,9) = Delay(P 5

5,9)  #Delay(P 9
5,9).

This differential feature of the clock tree suggests an approach for minimizing the effects of process
parameter variations on the correct operation of the circuit. To illustrate this approach, each branch p → q
of the clock tree shown in Figure 50.7 is labeled with two numbers—"p,q > 0 is the intended delay of the
branch and  is the maximum error (deviation) of this delay.∗∗ In other words, the actual delay of the
branch p → q is in the interval  With this notation, the target clock skew values for
the local data paths  and are shown in the middle column in Table 50.1. The bounds of the
actual clock skew values for the local data paths and  (considering the # variations) are
shown in the rightmost column in Table 50.1.

As the results listed in Table 50.1 demonstrate, it is advantageous to maximize  for any local data
path  such that the parameter variations on do not affect TSkew(i, f ).

50.4 Timing Properties of Synchronous Storage Elements

The general structure and principles of operation of a fully synchronous digital VLSI system are described
in Section 50.2. In this section, the timing constraints due to the combinational logic and the storage
elements within a synchronous system are reviewed. The clock distribution network provides the time
reference for the storage elements—or registers—thereby enforcing the required logical order of opera-
tions. This time reference consists of one or more clock signals that are delivered to each and every
register within the integrated circuit. These clock signals control the order of computational events by
controlling the exact times the register data inputs are sampled.

The data signals are inevitably delayed as these signals propagate through the logic gates and along
interconnections within the local data paths. These propagation delays can be evaluated within a certain
accuracy (deterministically or statistically) and used to derive timing relationships among signals in a

TABLE 50.1 Target and Actual Values of the Clock Skews for the Local Data Paths 
 and  Shown in Figure 50.7

Target Skew Actual Skew Bounds

TSkew(4,5) "3,4 – "3,5 "3,4 – "3,4 ± (#3,4 + #3,4) 

TSkew(5,9) "2,3  + "3,5  –  "2,6 – "6,9 "2,3 + "3,5  – "2,6   – "6,9  ± (#2,3 + #3,5  + #2,6 + #6,9)

||Note that not all of the vertices correspond to registers.
**The deviation 2 is due to parameter variations during ciruit manufacturing as well as to environmental conditions

during operation of the circuit.

R R4! 5 R R5! 9

R R4! 5 R R5! 9

R R4! 5 R R5! 9

R Ri f!

R Ri f!

P
if

∗

$p q, ≥ 0
[ , ].% $ % $p,q p,q p,q p,q– +

R R4! 5 R R5! 9

R R4! 5 R R5! 9

P
if

∗

R Ri f! P
if

∗

4199_C050.fm  Page 14  Tuesday, October 31, 2006  4:13 PM



System Timing 50-15

© 2006 by CRC Press LLC

circuit. In this section, the properties of commonly used types of registers and their local timing rela-
tionships for different types of local data paths are described. After discussing registers in general in
Section 50.4.1, the properties of level-sensitive registers (latches) and the significant timing parameters
of these registers are reviewed in Sections 50.4.2 and 50.4.3, respectively. Edge-triggered registers (flip-
flops) and related timing parameters are analyzed in Sections 50.4.4 and 50.4.5, respectively. Properties
and definitions related to the clock distribution network are reviewed in Section 50.4.6. Finally, the
mathematical foundation for analyzing timing violations in flip-flops and latches are discussed in
Sections 50.4.7 and 50.4.8, respectively.

50.4.1 Storage Elements
The storage elements (registers) encountered throughout VLSI systems vary widely in function and
temporal relationships. Independent of these differences, however, all storage elements share a common
feature—the existence of two groups of signals with largely different purpose. A generalized view of a
register is depicted in Figure 50.8. The I/O signals of a register can be divided into two groups as shown
in Figure 50.8. One group of signals—called the data signals—consists of input and output signals of
the storage element. These input and output signals are connected to the data signal terminals of other
storage elements as well as to the terminals of ordinary logic gates. Another group of signals—identified
by the name control signals—are those signals that control the storage of the data signals in the registers
but do not participate in the logical computation process.

Certain control signals enable the storage of a data signal in a register independently of the values of
any data signals. These control signals are typically used to initialize the data in a register to a specific
well-known value. Other control signals—such as a clock signal—control the process of storing a data
signal within a register. In a synchronous circuit, each register has at least one clock (or control) signal input.

The two major groups of storage elements (registers) are considered in the following sections based
on the type of relationship that exists between the data and clock signals of these elements. In latches, it
is the specific value or level of a control signal∗† that determines the data storage process. Therefore,
latches are also called level-sensitive registers. In contrast to latches, a data signal is stored in flip-flops,
controlled by an edge of a control signal. For that reason, flip-flops are also called edge-triggered registers.
The timing properties of latches and flip-flops are described in the following sections.

50.4.2 Latches
A latch is a register whose behavior depends upon the value or level of the clock signal [9,38–44]. A latch
is therefore often referred to as a transparent latch, a level-sensitive register, or a polarity hold latch. A simple

FIGURE 50.8  A general view of a register.

∗†This signal is most frequently the clock signal.
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type of latch with a clock signal C and an input signal D is depicted in Figure 50.9(a)—the output of the
latch is typically labeled Q. This type of latch is also known as a D latch. The operation of a D latch is
illustrated in Figure 50.9(b).

The register illustrated in Figure 50.9 is a positive-polarity∗‡  latch since the register is transparent during
that portion of the clock period for which C is high. The operation of this positive latch is summarized
in Table 50.2.

As described in Table 50.2 and illustrated in Figure 50.9(b), the output signal of the latch follows the
data input signal while the clock signal remains high, i.e., C = 1 ⇒ Q = D. Therefore, the latch is said
to be in a transparent state during the interval t0 < t < t1 as shown in Figure 50.9(b). When the clock
signal C changes from 1 to 0, the current value of D is stored in the register and the output Q remains
fixed to that value regardless of whether the data input D changes. The latch does not pass the input data
signal to the output, but rather holds onto the last value of the data signal when the clock signal made
the high-to-low transition. By analogy with the term transparent introduced above, this state of the latch
is called opaque and corresponds to the interval t1 < t < t2 as shown in Figure 50.9(b) where the input
data signal is isolated from the output port. As shown in Figure 50.9(b), the clock period is TCP = t2 – t0.

The edge of the clock signal that causes the latch to switch to the transparent state is identified as the
leading edge of the clock pulse. In the case of the positive latch shown in Figure 50.9(a), the leading edge
of the clock signal occurs at time t0. The opposite direction edge of the clock signal is identified as
the trailing edge—the falling edge at time t1 shown in Figure 50.9(b). Note that for a negative latch, the
leading edge is a high-to-low transition and the trailing edge is a low-to-high transition. 

FIGURE 50.9  Schematic representation and principle of operation of a level-sensitive register (latch). (a) A level-
sensitive register or latch. (b) Idealized operation of the latch shown in (a).

TABLE 50.2 Operation of the Positive-Polarity D Latch

Clock Output State

High Passes input Transparent
Low Maintains output Opaque

∗‡
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50.4.3 Parameters of Latches
Registers such as the D latch illustrated in Figure 50.9 and the flip-flops described in Sections 50.4.4 and
50.4.5 are built of discrete transistors. The exact relationships among the signals on the terminals of a
register can be presented and evaluated in analytic form [45–47]. In this section, however, registers are
considered at a higher level of abstraction to hide the details of the specific electrical implementation.
The latch parameters are briefly introduced next.

Note that the remaining portion of this section uses an extensive notation for various parameters of
signals and storage elements. A glossary of terms used throughout this section is listed in the appendix.

50.4.3.1 Minimum Width of the Clock Pulse
The minimum width of the clock pulse C L

Wm is the minimum permissible width of this portion of the
clock signal during which the latch is transparent. In other words, C L

Wm is the length of the time interval
between the leading and the trailing edge of the clock signal such that the latch will operate properly.
The minimum width of the clock pulse is determined by multiple factors, including the technological
limitations of the manufacturing process and the clock signal generation circuit. Further increasing
the value of C L

Wm will not affect the values of  and (defined in Sections 50.4.3.3, 50.4.3.4,
and 50.4.3.5, respectively). The minimum width of the clock pulse,  , is illustrated in
Figure 50.10. The clock period is TCP = t8 # t1.

50.4.3.2 Latch Clock-to-Output Delay
The clock-to-output delay DL

CQ (typically called the clock-to-Q delay) is the propagation delay of the
latch from the clock signal terminal to the output terminal. The value of is depicted in
Figure 50.10 and is defined assuming that the data input signal has settled sufficiently early to a stable
value. Setting the data input signal earlier with respect to the leading clock edge will not affect the
value of DL

CQ .

50.4.3.3 Latch Data-to-Output Delay
The data-to-output delay (typically called the data-to-Q delay) is the propagation delay of the latch
from the data signal terminal to the output terminal. The value of is determined assuming that the
clock signal has set the latch to the transparent state sufficiently early. Making the leading edge of the

FIGURE 50.10  Parameters of a level-sensitive register.
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clock signal occur earlier will not change the value of .
 
The data-to-output delay is

illustrated in Figure 50.10.

50.4.3.4 Latch Setup Time
The latch setup time shown in Figure 50.10, is the minimum time between a change in the
data signal and the trailing edge of the clock signal such that the new value of D would propagate to the
output Q of the latch and be stored within the latch during the opaque state.

50.4.3.5 Latch Hold Time
The latch hold time is the minimum time after the trailing clock edge that the data signal must remain
constant so that this value of D is successfully stored in the latch during the opaque state. This definition
of assumes that the last change of the value of D has occurred no later than before the trailing
edge of the clock signal. The term  is shown in Figure 50.10.

Sections 50.4.3.1 through 50.4.3.5 are used to refer to any latch in general or, to a specific instance of
a latch when this instance can be unambiguously identified. To explicitly refer to a specific instance Ri

of a latch, the parameters are additionally shown with a superscript. For example, refers to the clock-
to-output delay of latch Ri. Also, adding m and M to the subscript of and  may be used to refer
to the minimum and maximum values of and , respectively.

50.4.4 Flip-Flops
An edge-triggered register or flip-flop is a type of register which, unlike the latches described in Sections 50.4.2
and 50.4.3, is never transparent with respect to the input data signal [9,38–44]. The output of a flip-flop
normally does not follow the input data signal at any time during the register operation but rather holds
onto a previously stored data value until a new data signal is stored in the flip-flop. A simple type of flip-
flop with a clock signal C and an input signal D is shown in Figure 50.11(a)—similar to latches, the output
of a flip-flop is usually labeled Q. This specific type of register, shown in Figure 50.11(a), is called a D flip-
flop. The operation of a D flip-flop is illustrated in Figure 50.11(b).

In typical flip-flops, data is stored either on the rising edge (low-to-high transition) or on the falling
edge (high-to-low transition) of the clock signal. The flip-flops are known as positive-edge-triggered and
negative-edge-triggered flip-flops, respectively. The term latching, storing, or positive edge is used to identify
the edge of the clock signal on which storage in the flip-flop occurs. For clarity, the latching edge of the

FIGURE 50.11  Schematic representation and principle of operation of an edge-triggered register (flip-flop). (a) An
edge-triggered register or a flip-flip. (b) Idealized operation of the flip-flop shown in (a).
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clock signal for flip-flops will also be called the leading edge (compare to the discussion of latches in
Sections 50.4.2 and 50.4.3). Also note that certain flip-flops—known as double-edge-triggered (DET) flip-
flops [48–52]—can store data at either edge of the clock signal. The complexity of these flip-flops,
however, is significantly higher and the use of DET flip-flops is not very common.

As shown in the timing diagram in Figure 50.11(b), the output of the flip-flop remains unchanged
most of the time regardless of the transitions in the data signal. Only values of the data signal in the
vicinity of the storing edge of the clock signal can affect the output of the flip-flop. Therefore, changes
in the output will only be observed when the currently stored data has a logic value x and the storing
edge of the clock signal occurs while the input data signal has a logic value of 

50.4.5 Parameters of Flip-Flops
The significant timing parameters of an edge-triggered register are similar to those of latches (recall
Section 50.4.3) and are presented next. These parameters are illustrated in Figure 50.12.

50.4.5.1 Minimum Width of the Clock Pulse
The minimum width of the clock pulse is the minimum permissible width of the time interval between
the latching edge and nonlatching edge of the clock signal. The minimum width of the clock pulse

is shown in Figure 50.12 and is the minimum interval between the latching and nonlatching
edges of the clock pulse such that the flip-flop will operate correctly. Further increasing will not
affect the values of the setup time and hold time (defined in Sections 50.4.5.3 and 50.4.5.4,
respectively). The clock period TCP = t6 – t1 is also shown in Figure 50.12.

50.4.5.2 Flip-Flop Clock-to-Output Delay
As shown in Figure 50.12, the clock-to-output delay of the flip-flop is . This propagation
delay parameter—typically called the clock-to-Q delay—is the propagation delay from the clock signal
terminal to the output terminal. The value of is defined assuming that the data input signal has settled
to a stable value sufficiently early. Setting the data input any earlier with respect to the latching clock edge
will not affect the value of . 

FIGURE 50.12  Parameters of an edge-triggered register.
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50.4.5.3 Flip-Flop Setup Time
The flip-flop setup time 

 
is shown in Figure 50.12 as The parameter  is defined as the

minimum time between a change in the data signal and the latching edge of the clock signal such that the
new value of D propagates to the output Q of the flip-flop and is successfully latched within the flip-flop.

50.4.5.4 Flip-Flop Hold Time
The flip-flop hold time is the minimum time after the arrival of the latching clock edge in which the
data signal must remain constant to successfully store the D signal within the flip-flop. The hold time

 is illustrated in Figure 50.12. This definition of the hold time assumes that the last change
of D has occurred no later than before the arrival of the latching edge of the clock signal.

Note that similar to latches, the parameters of these edge-triggered registers refer to any flip-flop in
general, or to a specific instance of a flip-flop when this instance is uniquely identified. To explicitly refer
to a specific instance i of a flip-flop, the flip-flop parameters are additionally shown with a superscript.
For example, refers to the setup time parameter flip-flop i. Also, adding m and M to the subscript of

 may be used to refer to the minimum and maximum values of , respectively.

50.4.6 The Clock Signal
The clock signal is typically delivered to each storage element within a circuit. This signal is crucial to
the correct operation of a fully synchronous digital system. The storage elements serve to establish the
relative sequence of events within a system such that those operations that cannot be executed concur-
rently operate sequentially on the proper data signals.

A typical clock signal c(t) in a synchronous digital system is shown in Figure 50.13. The clock period
TCP of c(t) is indicated in Figure 50.13. To provide the highest possible clock frequency, the objective is
for TCP to have the smallest value such that

(50.7)

where n is an integer. The width of the clock pulse CW , shown in Figure 50.13, is explained in Sections
50.4.3.1 and 50.4.5.1. 

Typically, the period of the clock signal TCP is a constant, that is, $TCP/$t = 0. If the clock signal c(t)
has a delay τ from some reference point, then the leading edges of c(t) occur at times

(50.8)

FIGURE 50.13  A typical clock signal.
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and the trailing edges of c(t) occur at times

(50.9)

In practice, however, it is possible for the edges of a clock signal to fluctuate in time, that is, not to
occur precisely at the times described by Eq. (50.8) and Eq. (50.9) for the leading and trailing edges,
respectively. This phenomenon is known as clock jitter and may be due to various causes such as
variations in the manufacturing process, ambient temperature, power supply noise, and oscillator
characteristics.

To account for this clock jitter, the following parameters are introduced:

• The maximum deviation ∆L of the leading edge of the clock signal such that the leading edge
occurs anywhere in an interval 

• The maximum deviation ∆ T  of the trailing edge of the clock signal such that the leading edge
occurs anywhere in the interval 

50.4.6.1 Synchronization Schemes
Traditionally, a single-phase clock signal such as the waveform shown in Figure 50.14 is used for
synchronization. This relatively easy to implement and analyze single-phase clocking scheme (built
with a single-phase clock signal) has several shortcomings in satisfying the timing requirements of
circuits manufactured in nanoscale technologies. Under a single-phase clocking scheme, for instance,
it becomes infeasible for signals to propagate across the entire area of an integrated circuit within a
single clock cycle. To satisfy the increasingly complex timing requirements of integrated circuits,
advanced synchronization methodologies such as multiclock domains and multiphase clock signals are
used. These two concepts are briefly reviewed and the operational characteristics are described in this
section.

Multiclock domains consist of two or more nonidentical clock signals delivered within a circuit for
synchronization. It is possible to use well-tuned clocking schemes within each clock domain, improving
the overall operational characteristics of the circuit. The clock signals are typically generated by separate
oscillators, thus the frequency and phase information of the clock signals can be independent. The
availability of multiple clock signals enables relatively independent synchronization of different domains
within a circuit. Communication between (and among) multiple clock domains (the timing of local data
paths between multiple clock domains) are managed by simultaneously considering the properties of the
multiple clock domains simultaneously.   

FIGURE 50.14  A single-phase synchronization clock signal.
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Multiphase clock signals are generated and used to provide alternate phases of the clock signal for
synchronization. Multiphase synchronization clock signals are not as customizable as the clock signals in a
multiclock domain application. Multiphase synchronization, however, incurs a smaller design and archi-
tecture overhead. Clock waveforms for a multiphase synchronization scheme are shown in Figure 50.15. In
Figure 50.15, the set of clock signals C global ! {C 1 , …, Cm } constitutes the n-phase clocking scheme. The
subscripts denote the location of the clock signals in the circuit. For instance, C1

source  denotes the clock signal
at the clock source of the clock phase C1. When this clock signal is delivered to an arbitrary register R k,  the
(delayed) signal is represented by  .  The start time φpi  of the clock signal phase Cpi is defined with respect
to a common reference clock cycle. The phase shift operator φpipf  [53] is used to transform variables among
different clock phases. The phase shift operator φ pi pf  is defined as the algebraic difference

 where k is the number of clock cycles occurring between phases C
pi  and C

pf.  Note
that for a single-phase clocking scheme, the phase shift operator evaluates to 

Dual-phase, nonoverlapping clock signals are easier to generate in practice as compared to generating
overlapping phases or arbitrary n-phase clock signals. In the implementation of a dual-phase synchronization
scheme, a single-phase clock is typically distributed throughout the circuit and inverted locally to generate
the nonoverlapping second phase. Consequently, such dual-phase schemes are more popular as compared
to more complex multiphase synchronization schemes. The dual-phase synchronization scheme is partic-
ularly popular in level-sensitive circuits. Two-phase, level-sensitive circuits operate similarly to single-phase
edge-triggered circuits [54,55], making it possible to implement a logic network with either flip-flop or
latch storage elements without major topological changes.

50.4.6.2 Clock Skew in Multiphase Schemes
The definition of clock skew can be extended to those circuits synchronized with a multiphase synchroni-
zation scheme (see Section 50.4.6.1). For a multiphase synchronized circuit, Clock i and Clock f (shown
in Figure 50.4) are often clock signals with two different phases. Thus, the delays depicted in Figure 50.4 must
consider the phase difference φpipf  between the clock signals, and any existing clock skew. Clock skew in a
system synchronized with a multiphase synchronization scheme is illustrated in Figure 50.16. In Figure 50.16,
clock skew is shown for the generic multiphase synchronization scheme described in Figure 50.15. The

FIGURE 50.15  A generic multiphase synchronization clock.
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parameters  and are the delay of the clock signals and from the clock source to the registers
R i  and R f , respectively. Using this notation, multiphase clock skew is represented as

In Sections 50.4.7 and 50.4.8, the timing behavior of edge-triggered and level-sensitive circuits, respec-
tively, are analyzed considering a single synchronization clock. The analysis can be systematically extended
to circuits synchronized by a multiphase clock, using the multiphase clock skew definition presented above.

50.4.7 Analysis of a Single-Phase Local Data Path with Flip-Flops
A local data path composed of two flip-flops and combinational logic between the flip-flops is shown in
Figure 50.17.

An analysis of the timing properties of the local data path shown in Figure 50.17 is presented in the
following sections. First, the timing relationships to prevent the late arrival of data signals to R f  are
examined in Section 50.4.7.1. The timing relationships to prevent the early arrival of signals to the register
R f  are described in Section 50.4.7.2. The analyses presented in Sections 50.4.7.1 and 50.4.7.2 borrow
some of the notation from Refs. [13,14]. Similar analyses of synchronous circuits from a timing
perspective can be found in Refs. [53,56–59]. 

FIGURE 50.16  Multiphase clock skew.

FIGURE 50.17  A single-phase local data path with flip-flops.
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50.4.7.1 Preventing the Late Arrival of the Data Signal in a Local Data Path
with Flip-Flops

The operation of the local data path as shown in Figure 50.17 requires that any data signal that
is stored in R f arrives at the data input Df of R f no later than  before the arrival of the latching edge
of the clock signal Cf. It is possible for the opposite event to occur, that is, for the data signal Df not to
arrive at the register R f sufficiently early to be stored successfully within R f . If this situation occurs, the
local data path shown in Figure 50.17 fails to perform as expected and it is said that a timing failure or
violation has been created. This form of timing violation is typically called a setup (or long path) violation.
A setup violation is depicted in Figure 50.18 and is used in the following discussion.

The identical clock period of the clock signals Ci and Cf is shaded for identification in Figure 50.18.
Also shaded in Figure 50.18 are those portions of the data signals Di , Qi, and Df that are relevant to the
operation of the local data path shown in Figure 50.17. Specifically, the shaded portion of Di corresponds
to the data stored in R i at the beginning of the kth clock period. This data signal propagates to the output
of the register R i and is illustrated by the shaded portion of Qi shown in Figure 50.18. The combinational
logic operates on Qi during the kth clock period. The result of this operation is the shaded portion of
the signal Df which must be stored in R f during the next (k + 1)th clock period.

Observe that as illustrated in Figure 50.18, the leading edge of Ci that initiates the kth clock period
occurs at time Similarly, the leading edge of Cf  that initiates the (k + 1)th clock period occurs
at time Therefore, the latest arrival time of Df at R f must satisfy.

(50.10)

FIGURE 50.18  Timing diagram of a local data path with flip-flops with violation of the setup constraint.
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The term  on the right-hand side of Eq. (50.10) corresponds to the critical situation
of the leading edge of Cf arriving earlier by the maximum possible deviation . The  term on the
right-hand side of Eq. (50.10) accounts for the setup time of R f (recall the definition of from
Section 50.4.5.3). Note that the value of in Eq. (50.10) consists of two components:

1. The latest arrival time that a valid data signal Qi appears at the output of R i, that is, the sum
 of the latest possible arrival time of the leading edge of Ci and the

maximum clock-to-Q delay of R i.  
2. The maximum propagation delay of the data signals through the combinational logic block

Lif and interconnect along the path .

Therefore, can be described as

(50.11)

By substituting Eq. (50.11) into Eq. (50.10), the timing condition guaranteeing correct signal arrival at
the data input D of R f is

(50.12)

The above inequality can be transformed by subtracting the kTCP terms from both sides of Eq. (50.12).
Furthermore, certain terms in Eq. (50.12) can be grouped together and, by noting that 
is the clock skew between the registers R i and R f ,

(50.13)

Note that a violation of Eq. (50.13) is illustrated in Figure 50.18.
The timing relationship Eq. (50.13) represents three important results describing the late arrival of

the signal Df at the data input of the final register R f in a local data path :

1. Given any value of  and  the late arrival of the data signal at R f can
be prevented by controlling the value of the clock period TCP . A sufficiently large value of TCP can
always be chosen to relax Eq. (50.13) by increasing the upper bound described by the right-hand
side of Eq. (50.13).

2. For correct operation, the clock period TCP does not necessarily have to be greater than the term
. If the clock skew TSkew(i, f ) is properly controlled, choosing a particular negative

value∗§  
for the clock skew will relax the left side of Eq. (50.13), thereby permitting (13) to be satisfied

despite 
3. Both the term 2∆L

F and the term  are harmful in the sense that these terms
impose a lower bound on the clock period TCP (as expected). Although negative skew can be used
to relax the inequality Eq. (50.13), these two terms work against relaxing the values of TCP and
TSkew(i, f ).

Finally, the relationship Eq. (50.13) may be rewritten in a form that clarifies the upper bound on the
clock skew TSkew(i, f ) imposed by Eq. (50.13):

(50.14)

∗§More precisely, any negative value within a specified range.
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50.4.7.2 Preventing the Early Arrival of the Data Signal 
in a Local Data Path with Flip-Flops

Late arrival of the signal Df at the data input of R f (see Figure 50.17) is analyzed in Section 50.4.7.1.
In this section, the analysis of the timing relationships of the local data path  to prevent early
data arrival of Df is presented. To this end, recall from the discussion in Section 50.4.5.4 that any
data signal Df stored in R f must lag the arrival of the leading edge of Cf by at least  It is possible
for the opposite event to occur, that is, for a new data to overwrite the value of Df and be
stored within the register R f . If this situation occurs, the local data path shown in Figure 50.17 will
not perform as desired because of a catastrophic timing violation known as a hold (or short path)
violation.

In this section, hold timing violations are analyzed. It is shown that a hold violation is more
dangerous than a setup violation since a hold violation cannot be removed by simply adjusting the
clock period TCP (unlike the case of a data signal arriving late where TCP can be increased to satisfy
Eq. [50.13]). A hold violation is depicted in Figure 50.19.

Note that in Figure 50.18, a data signal stored in R i during the k th clock period arrives too late to
be stored in R f during the (k + 1)th clock period. In Figure 50.19, however, the data stored in R i during
the kth clock period arrives at R f too early and destroys the data stored in R f during the same kth clock
period. To clarify this concept, certain portions of the data signals in Figure 50.19 are shaded for easy
identification. The data Di stored in R i at the beginning of the k th clock period is shaded. This data
signal propagates to the output of the register R i and is illustrated by the shaded portion of Qi shown

FIGURE 50.19  Timing diagram of a local data path with flip-flops featuring a hold time violation.
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in Figure 50.19. The output of the logic (left unshaded part in Figure 50.19) is stored within the register
R f at the beginning of the (k + 1)th clock period. Finally, the shaded portion of Df corresponds to the
data that must be stored in R f at the beginning of the k th clock period.

Note that, as illustrated in Figure 50.19, the leading (or latching) edge of Ci that initiates the kth clock
period occurs at time  Similarly, the leading (or latching) edge of Cf that initiates the kth clock
period occurs at time . Therefore, the earliest arrival time of the data signal Df at the
register R f  must satisfy the following condition:

(50.15)

The term  on the right-hand side of Eq. (50.15) corresponds to the critical situation of
the leading edge of the kth clock period of Cf arriving late by the maximum possible deviation  Note
that the value of  in Eq. (50.15) has two components.

1. The earliest arrival time  that a valid data signal Qi appears at the output of R i , that is, the
sum of the earliest arrival time of the leading edge of Ci and the
minimum clock-to-Q delay of R i

2. The minimum propagation delay  of the signals through the combinational logic block Lif and
interconnect wires along the path .

Therefore,  can be described as

(50.16)

By substituting Eq. (50.16) into Eq. (50.15), the timing condition that guarantees that Df does not arrive
too early at R f is

(50.17)

The inequality Eq. (50.17) can be further simplified by regrouping terms and noting that
is the clock skew between the registers Ri and Rf.

(50.18)

Recall that a violation of Eq. (50.18) is illustrated in Figure 50.19.
The timing relationship described by Eq. (50.18) provides certain important characteristics describing

the early arrival of the signal Df at the data input of the final register R f of a local data path:

1. Unlike Eq. (50.13), the inequality Eq. (50.18) does not depend on the clock period TCP . Therefore,
a violation of Eq. (50.18) cannot be corrected by simply manipulating the value of TCP . A
synchronous digital system with hold violations is nonfunctional, while a system with setup violations
will still operate correctly at a reduced speed.

∗¶
 Owing to this behavior, hold violations result in

catastrophic timing failure and are considered significantly more dangerous than the setup violations
described in Section 50.4.7.1. In conventional zero-clock skew systems, hold violations are typically
fixed by inserting delays along the local data paths. For systems where clock skew is manipulated for
improved circuit performance (nonzero clock skew circuits), this method is not appropriate. ||*

∗¶Increasing the clock period TCP to satisfy Eq. (50.13) is equivalent to reducing the frequency of the clock signal.
∗||A delay insertion method can be used on nonzero clock skew circuits as will be discussed in Section 50.4.9.3,

but the timing characteristics are different.
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2. The relationship Eq. (50.18) can be satisfied with a sufficiently large value of clock skew TSkew(i, f ).
However, both of the terms 

 
and  are harmful in the sense that these terms impose a lower

bound on the clock skew TSkew(i, f ). Although positive skew may be used to relax Eq. (50.18), these
two terms work against relaxing the values of TSkew(i, f ) and 

Finally, the relationship Eq. (50.18) can be rewritten to stress the lower bound imposed on the clock
skew TSkew(i, f ) by Eq. (50.18):

(50.19)

50.4.7.3 Clock Skew Scheduling of Edge-Triggered Circuits
Previous research [20,26,37] has indicated that tight control over the clock skew rather than the clock delays
is necessary for the circuit to operate reliably. Relationships Eq. (50.14) and Eq. (50.19) are used in Ref. [37]
to determine a permissible range of the allowed clock skew for each local data path of a circuit with
edge-triggered flip-flops. The concept of a permissible range for the clock skew TSkew(i, f ) of a local data
path  is illustrated in Figure 50.20. For simplicity, the tolerances and of the clock signal are
ignored in the formulation.  When TSkew(i, f) ∈ —as
shown in Figure 50.20—Eq. (50.14) and Eq. (50.19) are satisfied. The clock skew TSkew(i,f ) is not permitted
to be in the interval  because a race condition will be created. The clock skew is
not permitted to be in the interval , either, because in that case, the minimum
clock period will be limited.

Also, note that the reliability of a circuit is related to how well the circuit is protected against potential
timing violations. Therefore, the reliability of any local data path  of a circuit (and therefore of
the entire circuit) is increased in two ways:

1. By choosing the clock skew TSkew(i, f ) for a local data path as far as possible from the borders of
the permissible range interval, that is, by (ideally) positioning the clock skew TSkew(i , f) in the
middle of the permissible range:

2. By increasing the width of the permissible range of the local data path . 

Owing to the linear dependence of the clock skews shown in Section 50.3.4.1, however, it may not be
possible to build a typical circuit such that for each local data path , the clock skew TSkew(i, f ) is
in the middle of the permissible range. Alternative methods are possible to solve this problem as close
as possible to the ideal solution [20].     

FIGURE 50.20  The permissible range of the clock skew of a local data path . A timing violation exists if
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Fishburn first demonstrated in Ref. [34] how linear programming techniques can be used to solve for
a nontrivial clock schedule TCD so as to satisfy Eq. (50.14) and Eq. (50.19) while minimizing the clock
period TCP. This linear programming formulation is presented in Table 50.3. Moreover, Fishburn used
his LP framework to formulate the clock skew scheduling problem such that the timing reliability of a
circuit is improved.

Since Fishburn’s pioneering studies, the clock skew scheduling problem of edge-triggered circuits
has been extensively addressed by linear and quadratic programming approaches [20,34,60–62]. Most
effective of these approaches reported to date is the quadratic programming approach described in
Ref. [20], which is given in Table 50.4. In Table 50.4, s are g are vectors of actual and target skews for
the local data paths. From a reliability perspective, the target skew gk for each local data path pk can
be identified as the midpoint of the path dependent permissible ranges. Mathematically, the midpoint
is computed gk = (lk + uk)/ 2, where lk and uk are the lower and upper bounds of the permissible range
illustrated in Figure 50.20. The objective of this QP formulation is to minimize the least square error
(LSE) of the actual skew values over the target skew values. The problem constraints are a reiteration
of the permissible range requirements illustrated in Figure 50.20 and the linear dependency properties
of the clock skew values discussed in Section 50.3.4.1.

Overall, the aggregate of experimental results reported in [20,34,60–63] suggest that clock skew schedu-
ling of edge-triggered circuits permits approximately 30% shorter clock periods on average as compared
to conventional, zero clock skew, edge-triggered circuits.

†∗ 
Most popular solutions exhibit run times

comparable to the run times of conventional timing analysis methods of zero clock skew circuits. The
scalability of these clock skew scheduling methods, however, are not highly comparable to those of
conventional timing analysis methods because of the necessity to simultaneously analyze all (nonzero
clock skew) timing paths in a typical clock skew scheduling application.

50.4.8 Analysis of a Single-Phase Local Data Path with Latches
A local data path consisting of two level-sensitive registers (or latches) and the combinational logic
between these registers (or latches) is shown in Figure 50.21. Similar to the analysis in Section 50.4.7, a
single-phase synchronization clock is selected. An analysis of the timing properties of the local data path
shown in Figure 50.21 is offered in the following sections. The timing relationships to prevent the late
arrival of the data signal at the latch R f are examined in Section 50.4.8.1. The timing relationships to
prevent the early arrival of the data signal at the latch R f are examined in Section 50.4.8.2.

TABLE 50.3 LP Model Clock Skew Scheduling of Edge-Triggered 
Circuits Targeting Minimum Clock Period

TABLE 50.4 QP Model Clock Skew Scheduling of Edge-Triggered
Circuits Targeting Safety Against Process Parameter Variations

†∗ The experimental results are reported for clock period minimization of the ISCAS’89 suite of benchmark circuits.
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The analyses presented in this section build on assumptions regarding the timing relationships among
the signals of a latch similar to those assumptions used in Section 50.4.7. Specifically, it is guaranteed
that every data signal arrives at the data input of a latch no later than  time before the trailing clock
edge. Also, this data signal must remain stable at least  time after the trailing edge, that is, no new
data signal should arrive at a latch  time after the latch has become opaque.

Note that these operational properties of latches are not identical to flip-flops. In flip-flops, the setup
and hold requirements described above are relative to the leading—not to the trailing—edge of the clock
signal. This behavior is due to the transparency of the latches during the active level of the clock signal.
This transparency permits clock periods smaller than the largest data propagation time, even on a zero
clock skew circuit (remember Eq. [50.4]), by arriving after the leading edge of the clock signal and before
the trailing edge:

(50.20)

This operational property of latches is called time borrowing [53] (or cycle stealing [56]), as the propagation
on one local data path borrows (or steals) time from the propagation on the next local data path by
arriving after the leading edge. A nonzero clock skew synchronous circuit with latches can benefit both
from the positive impact of clock skew scheduling and the inherent advantageous property of time
borrowing.

50.4.8.1 Preventing the Late Arrival of the Data Signal in a Local Data Path with Latches
A data signal propagation scenario similar to the example illustrated in Figure 50.18 is assumed in the
following discussion. A data signal Di is stored in the latch R i during the kth clock period. The data Qi

stored in R i propagates through the combinational logic Lif and the interconnect along the path .
In the (k + 1)th clock period, the result Df of the computation in Lif is stored within the latch R f . The
signal Df must arrive at least  time before the trailing edge of Cf in the (k + 1)th clock period.

Similar to the discussion presented in Section 50.4.7.1, the latest arrival time  of Df at the D input
of R f must satisfy

(50.21)

Note the difference between Eq. (50.21) and Eq. (50.10). In Eq. (50.10), the first term on the right-hand
side is  while in Eq. (50.21), the first term on the right-hand side has an additional
term . The addition of  is due to the characteristic that unlike flip-flops, a data signal is stored
in the latches, shown in Figure 50.21, at the trailing edge of the clock signal (the  term). Similar to
the case of flip-flops in Section 50.4.7.1, the term  in the right-hand side of

FIGURE 50.21  A single-phase local data path with latches.
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Eq. (50.21) corresponds to the critical situation of the trailing edge of the clock signal Cf arriving earlier
by the maximum possible deviation .

Observe that the value of  in Eq. (50.21) consists of two components:

1. The latest arrival time  when a valid data signal Q i appears at the output of the latch Ri

2. The maximum signal propagation delay through the combinational logic block Lif and the
interconnect along the path 

The arrival time  therefore can be defined as

(50.22)

However, unlike the situation of flip-flops discussed in Section 50.4.7.1, the term  on the right-hand
side of Eq. (50.22) is not the sum of the delays through the register Ri. This characteristic occurs because
the value of  depends upon whether the signal Di arrived before or during the transparent state of Ri

in the kth clock period. The value of  in Eq. (50.22) is therefore the greater of the following two
quantities:

(50.23)

There are two terms in the right-hand side of Eq. (50.23):

1. The term  corresponds to the situation in which Di arrives at Ri after the leading edge
of the kth clock period

2. The term corresponds to the situation in which Di arrives at Ri before
the leading edge of the kth clock pulse arrives

By substituting Eq. (50.23) into Eq. (50.22), the latest time of arrival  is

(50.24)

which is substituted into Eq. (50.21) to obtain

(50.25)

Eq. (50.25) is an expression for the inequality that must be satisfied to prevent the late arrival of a data
signal at the data input D of the register Rf. By satisfying Eq. (50.25), setup violations in the local data
path with latches shown in Figure 50.21 are avoided. For a circuit to operate correctly, Eq. (50.25) must
be enforced for any local data path  consisting of the latches Ri and Rf.

The max operation in Eq. (50.25) creates a mathematically difficult situation because it is unknown
which of the quantities under the max operation is greater. To overcome this obstacle, this max operation
may be split into two conditions:

(50.26)

(50.27)

Noting that the clock skew , Eq. (50.26) and Eq. (50.27) can be rewritten as

(50.28)
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(50.29)

Similar to Sections 50.4.7.1 and 50.4.7.2, Eq. (50.29) can be rewritten in a form that clarifies the upper
bound on the clock skew TSkew(i, f ) imposed by Eq. (50.29):

(50.30)

(50.31)

50.4.8.2 Preventing the Early Arrival of the Data Signal in a Local Data Path with Latches
A data signal propagation scenario similar to the example illustrated in Figure 50.19 is assumed in the
following discussion. Recall the difference between the late arrival of a data signal at Rf and the early
arrival of a data signal at Rf (see Section 50.4.7.2). In the former case, the data signal stored in the latch Ri

during the kth clock period arrives too late to be stored in the latch Rf during the (k + 1)th clock period.
In the latter case, the data signal stored in the latch Ri during the kth clock period propagates to the latch
Rf too early and overwrites the data signal that was already stored in the latch Rf during the same kth
clock period. These constraints hold true for synchronous circuits with latches as well, with some changes
due to the subtle differences in operation between flip-flops and latches.

In order for the proper data signal to be successfully latched within Rf during the kth clock period,
there should not be any changes in the signal Df until at least the hold time after the arrival of the storing
(trailing) edge of the clock signal Cf. The earliest arrival time  of the data signal Df at the register Rf

must therefore satisfy the following condition:

(50.32)

The term  on the right-hand side of Eq. (50.32) corresponds to the critical situation
of the trailing edge of the kth clock period of the clock signal Cf arriving late by the maximum possible
deviation  Note that the value of  in Eq. (50.32) consists of two components:

1. The earliest arrival time  that a valid data signal Qi appears at the output of the latch Ri, that
is, the sum  of the earliest arrival time of the leading edge of the clock
signal Ci and the minimum clock-to-Q delay  of Rf.

2. The minimum propagation delay  of the signal through the combinational logic Lif and the
interconnect along the path .

Therefore,  can be described as

(50.33)

By substituting Eq. (50.33) into Eq. (50.32), the timing condition guaranteeing that Df does not arrive
too early at the latch Rf is

(50.34)

The inequality shown in Eq. (50.34) can be further simplified by reorganizing the terms and
noting that  TSkew (i, f ) is the clock skew between the registers Ri and Rf:

(50.35)
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The timing relationship described by Eq. (50.35) represents two important results describing the early
arrival of the signal Df at the data input of the final latch Rf of a local data path:

1. The relationship in Eq. (50.35) does not depend on the value of the clock period TCP. Therefore, if
a hold timing violation in a synchronous system has occurred,

 ††
this timing violation is catastrophic.

2. The relationship in Eq. (50.35) can be satisfied with a sufficiently large value of the clock skew
TSkew(i, f ). Furthermore, both the term  and the term  are harmful in the sense that
these terms impose a lower bound on the clock skew TSkew(i, f ). Although positive skew TSkew(i, f ) > 0
can be used to relax Eq. (50.35), these two terms make it difficult to satisfy the inequality for
specific values of TSkew(i, f ) and .

Furthermore, the relationship can be rewritten to emphasize the lower bound on the clock skew TSkew(i, f )
imposed by Eq. (50.35):

(50.36)

50.4.8.3 Clock Skew Scheduling of Level-Sensitive Circuits
Level-sensitive circuits are gaining popularity in state-of-the-art integrated circuits due to the smaller
size, lower power consumption, and higher speed operation [64–66]. A timing analysis of level-sensitive
circuits, however, is difficult, as outlined in Sections 50.4.8.1 and 50.4.8.2. In particular, the transparency
property of latches imposes nonlinear timing constraints such as Eq. (50.25).

In conventional timing analysis (without clock skew scheduling), the nonlinearity of the timing con-
straints are solved with iterative approaches [59,67,68]. The application of clock skew scheduling, however,
requires a more sophisticated framework than these types of iterative processes. In Ref. [69], a linear
programming approach to solve the clock skew scheduling problem of level-sensitive circuits is proposed.
This LP solution, presented in Table 50.5, proposes the mechanics to linearize the originally nonlinear
timing constraints. In Table 50.5, the term FI( j) represents the fanin of a register Rj. The tolerances  and

 of the clock signal, for simplicity, are ignored in this formulation. This LP problem formulation is used
as a framework to address various timing analysis problems of synchronous circuits with latches.   

As shown in Refs. [69,70], nonzero clock skew, level-sensitive circuits might permit improved circuit
performance as compared to nonzero clock skew, edge-triggered circuits. The experimental results reported
for nonzero clock skew, level-sensitive circuits indicate that the minimum clock period for this type of circuit

TABLE 50.5 LP Model of Clock Skew Scheduling of Level-Sensitive
Circuits Targeting the Minimum Clock Period

†† As described by the inequality (35) not being satisfied.
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is comparable to the minimum clock period observed in nonzero clock skew, edge-triggered circuits
(Section 50.4.7.3)—approximately 30% shorter clock periods on average are reported for both types of
circuits. However, for some circuits (from the experimental benchmark circuits), level-sensitive circuits are
shown to be superior. The improved operational characteristics of these circuits are due to simultaneously
considering time borrowing (due to the inherent transparency property of latches) and clock skew scheduling.

50.4.9 Limitations in System Timing
Both zero clock skew and nonzero clock skew circuits are subject to limitations in the minimum clock
period at which these circuits are fully operational. Remember from Section 50.3.3 that the limit for a
zero clock skew circuit is the slowest local data path of the circuit (the path with the largest data
propagation time ). Consequently, a timing analysis of zero clock skew circuits is centered around
identifying the N slowest local data paths of a circuit and ensuring that there are no timing hazards on
any of the local data paths for a given clock schedule and a given clock period. Typically, this type of timing
analysis is performed with the goal of satisfying all setup time constraints on the N selected paths. As
mentioned in Sections 50.4.7 and 50.4.8, this objective can be achieved by lowering the clock frequency
until all setup time constraints of the form of Eq. (50.14) [where TSkew(i, f ) = 0] are satisfied. Any
remaining hold time violations can then be removed by inserting delay elements—a procedure called
delay padding [71].

The limitations on nonzero clock skew circuits are more complicated. These limitations are caused by
various circuit topologies and, unlike zero clock skew circuits, both setup and hold time violations are
hard to remove. The limitations on the minimum clock period of a nonzero clock skew circuits are caused
by the following three factors:

1. Uncertainty of the data propagation time along the local data paths [34]
2. The total data propagation time of the data path cycles [55]
3. The difference between the total data propagation time on reconvergent paths [72]

The first of these three limitations occurs on every single local data path of a synchronous circuit while
the second and third limitations only occur on those circuits where the topology of the circuit graph
includes cycles and reconvergent paths, respectively. A circuit with all three limitations will ultimately be
affected from the most dominant limitation. In this section, these limitations are described for edge-
triggered circuits—equivalent limitations on level-sensitive circuits can be similarly derived. To simplify
the presentation, it is assumed that the type of limitation that is being discussed is the most dominant.

50.4.9.1 Uncertainty of Data Propagation Times
The uncertainty of the data propagation times is modeled by the min–max timing delay models (Defi-
nition 50.3.3) in timing analysis. The algebraic difference between the maximum data propagation time

and the minimum data propagation time on a local data path  constitutes the delay
uncertainty. For a critical local data path, the trailing edge of the previous clock cycle is the hold time
before the earliest arrival of the data signal Df at register Rf. The trailing edge of the current clock cycle
is the setup time after the latest arrival of the data signal Df at register Rf. This situation is depicted on
an example edge-triggered local data path in Figure 50.22. Note that in Figure 50.22, the tolerance of the
clock signals are ignored for the sake of simplicity. For such a critical timing path, the setup and hold
time constraints [inequalities Eq. (50.10) and Eq. (50.15), respectively] satisfy the equality conditions.

†‡

Owing to this limitation, the clock period cannot be minimized any further than

(50.37)

The shaded region in Figure 50.22 illustrates the timing criticality, causing the limitation on TCP .   

†‡
These constraints have no available slack for improvement.
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50.4.9.2 Data Path Cycles
Limitations due to data path cycles occur due to the accumulation of the timing relationships over a
cycle of local data paths. In a zero clock skew circuit, the circuit topology is almost irrelevant in the
timing analysis because each local data path is analyzed independent of any neighbors. The timing of
local data paths of a nonzero clock skew circuit, however, is interdependent. For a cycle of local data
paths, this interdependency regains the form described in Section 50.3.4.1. In this linear dependency
form, the minimum clock period is further limited by the criticality of the local data paths along the
cycle (in addition to the limitations caused by the delay uncertainty of each local data path along the
cycle). This limitation is illustrated for a sample local data path cycle in Figure 50.23.

The cyclic traveling path for the data signal over a data path cycle, such as the example circuit shown
in Figure 50.23, leads to stringent operating conditions under nonzero clock skew. The local data paths
along the cycle operate without any slack time, because any existing slack on these local data paths is
distributed over the paths through the mechanics of the clock skew scheduling process. In such circuits
where a data path cycle is critical, the minimum clock period depends on two factors. The first factor is
the number of local data paths n along the cycle. For n local data paths on the cycle, n clock cycles must
have passed after each completion of the cycle on a register. The second factor is the total delay of the
data signal over the local data paths along the cycle. This total delay time includes the setup time 
and maximum clock-to-output time  of each register along the cycle, the maximum data propagation
time  of each local data path along the cycle, and the tolerances of the clock signal (which are
ignored for simplicity). The limitation on the minimum clock period by the data path cycles is given by

(50.38)

The shaded region in Figure 50.23 illustrates the timing criticality, causing the limitation on TCP..

50.4.9.3 Reconvergent Paths
A reconvergent path is composed of a series of two or more local data paths with a common source register
(divergent register) and a common sink register (convergent register). A reconvergent system is composed
of at least two parallel reconvergent paths. The interdependency of the timing of local data paths in a
nonzero clock skew system occurs explicitly in a reconvergent system because of reconvergent fanout. A
data signal that is initially stored in the divergent register starts propagating simultaneously through all
of the reconvergent paths but arrives at the convergent register at (possibly) different times. In the case
of nonidentical numbers of registers in two reconvergent paths, the data signals may arrive at the

FIGURE 50.22  Limitation on the minimum clock period TCP caused by the delay uncertainty of a local data path. 
(a) A sample local data path. (b) Delay uncertainty in timing diagram.
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convergent register during different clock cycles. The timing of all reconvergent paths is satisfied by
collectively analyzing the arrival time of the data signals at the convergent register over a duration of
(possibly) multiple clock cycles. In Figure 50.24, the limitation such a reconvergent system imposes on
the minimum clock period of a nonzero clock skew circuit is illustrated.

In Figure 50.24, two reconvergent paths with m and n registers (excluding divergent and convergent
registers) respectively, are considered. The total propagation time of the data signal on the two recon-
vergent paths are shown. Let the propagation time on the reconvergent paths with m and n registers be
the longest and shortest total propagation times, respectively. After propagating along these two paths
(m&1) and (n&1) clock cycles must have elapsed, respectively, by the time the data signals arrive at the
convergent register. When critical, the reconvergent path with n registers is matched with the trailing
edge of the nth clock cycle, while the reconvergent path with m registers is matched with the trailing
edge of the (m&1)th clock cycle. Thus, the algebraic difference between the two total data propagation

FIGURE 50.23  Limitation on the minimum clock period TCP caused by data path cycles. (a) A sample local data 
path cycle. (b) Data path cycle timing.
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times along the reconvergent paths limits the minimum clock period. Mathematically, the limitation of
the reconvergent paths on the minimum clock period of nonzero clock skew circuits is given by

(50.39)

where  and  represent the maximum and minimum total data propagation times between
the divergent and convergent registers over path 1 and path 2, respectively.

Unlike the limitations caused by the delay uncertainty of the local data paths and the total data
propagation times along the data path cycles, the limitations caused by reconvergent paths can be
mitigated. The mitigation procedure offered in Ref. [72] involves systematic delay insertion on one or
more of the reconvergent paths to decrease the algebraic difference  of Eq. (50.39),
which consequently improves the minimum clock period TCP . Note that it is possible to increase the
path delay without increasing  because both paths are determined by two different series
of local data paths.†§

FIGURE 50.24  Limitation on the minimum clock period TCP caused by reconvergent paths. (a) A sample
reconvergent path system. (b) Reconvergent path system timing diagram.

†§The minimum and maximum total data propagation times along a reconvergent system may be observed on
the same reconvergent path. In such a case, delay insertion is not beneficial.
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The systematic delay insertion method described in Ref. [72] is complicated both in theory and
practice, and varies for edge- and level-sensitive circuits. The basic representation of the method
presented in this section is defined on edge-triggered circuits. In the application of the delay insertion
method, the timing analysis framework of Table 50.3 is used. The LP model problem formulation of
the delay insertion method is presented in Table 50.6. The generated linear programming model
problem provides an automated approach to the treatment of those limitations caused by reconvergent
paths. The problem is formulated by modeling a virtual delay element on every local data path in a
circuit. Normally, a refinement of the formulation is possible by modeling a delay element only on
the reconvergent paths. The former formulation simply returns zero for those paths that are not
reconvergent and need not be padded. The inserted delay element is modeled by the minimum 
and maximum  delay values, agreeing with the min–max timing models used in static timing
analysis.

Experimental results demonstrate that delay insertion can improve the minimum clock period of a
nonzero clock skew circuit by on average approximately 10%. The actual improvement for specific
circuitry and cell libraries are dependent on the practical implementation style of this characteristically
rigorous, but effective, application method [72].

50.5 A Final Note and Summary

In this chapter, the general properties of system timing for synchronous circuits are outlined. The timing
properties of registers and local data paths as applicable to overall system timing are analyzed. The timing
hazards of synchronous circuits are defined for circuits built with both edge-triggered flip-flops and level-
sensitive latches. The benefits of clock skew scheduling in improving circuit performances while eliminating
timing hazards are described.

Note that in a fully synchronous digital VLSI system it is possible to encounter types of local data
paths different from those circuits analyzed in this section. For example, a local data path may begin
with a positive-polarity, edge-triggered register Ri and end with a negative-polarity, edge-triggered
register Rf. It is also possible that different types of registers are used, e.g., a register with more than one
data input, or a pulsed latch [73]. In each particular case, the analyses described in this section illustrate
a general methodology to determine the proper timing relationships specific to that system. Similar
reasoning can be applied to the treatment of other specific timing problems, such as clock period
verification [53,59].
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Appendix

Glossary of Terms
The following notations are used in this section:

1. Clock Signal Parameters

TCP: the clock period of a circuit

∆L: the tolerance of the leading edge of any clock signal

∆T: the tolerance of the trailing edge of any clock signal

: the tolerance of the leading edge of a clock signal driving a latch

: the tolerance of the trailing edge of a clock signal driving a latch

: the tolerance of the leading edge of a clock signal driving a flip-flop

: the tolerance of the trailing edge of a clock signal driving a flip-flop

: the minimum width of the clock signal in a circuit with latches

: the minimum width of the clock signal in a circuit with flip-flops

: the clock signal phase pi

: the delay of clock signal C
p
i
 with respect to common clock cycle

: the delay of single-phase clock signal phase at register R i with respect to common time
reference

: the delay of clock signal phase pi at register R i  with respect to common time reference

2. Latch Parameters

: the clock-to-output delay of a latch

: the clock-to-output delay of the latch R i

: the minimum clock-to-output delay of a latch

: the minimum clock-to-output delay of the latch R i

: the maximum clock-to-output delay of a latch

: the maximum clock-to-output delay of the latch R i

: the data-to-output delay of a latch

: the data-to-output delay of the latch R i

: the minimum data-to-output delay of a latch

: the maximum data-to-output delay of the latch R i

: the minimum data-to-output delay of a latch

: the maximum data-to-output delay of the latch R i

: the setup time of a latch

: the setup time of the latch R i

:  the hold time of a latch

: the hold time of the latch R i

: the latest arrival time of the data signal at the data input of a latch
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: the latest arrival time of the data signal at the data input of the latch R i

: the earliest arrival time of the data signal at the data input of a latch

: the earliest arrival time of the data signal at the data input of the latch R i

tL
QM : the latest arrival time of the data signal at the data output of the latch

: the latest arrival time of the data signal at the data output of the latch R i

: the earliest arrival time of the data signal at the data output of a latch

: the earliest arrival time of the data signal at the data output of the latch R i

3. Flip-Flop Parameters

: the clock-to-output delay of a latch

: the clock-to-output delay of the latch R i

: the minimum clock-to-output delay of a latch

: the minimum clock-to-output delay of the latch R i

: the maximum clock-to-output delay of a latch

: the maximum clock-to-output delay of the latch R i

: the setup time of a latch

: the setup time of the latch R i

: the hold time of a latch

: the hold time of the latch R i

: the latest arrival time of the data signal at the data input of a latch

: the latest arrival time of the data signal at the data input of the latch R i

: the earliest arrival time of the data signal at the data input of a latch

: the earliest arrival time of the data signal at the data input of the latch R i

: the latest arrival time of the data signal at the data output of a latch

: the latest arrival time of the data signal at the data output of the latch R i

: the earliest arrival time of the data signal at the data output of a latch

: the earliest arrival time of the data signal at the data output of the latch R i

4. Local Data Path Parameters

: a local data path from register R i  to register R f exists

: a local data path from register R i  to register R f  does not exist
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