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INTEGRATED CIRCUIT SIGNAL DELAY

Technologies for designing and building microelectronics-
based computational equipment have been steadily advancing
ever since the first commercial discrete circuits (ICs) were in-
troduced in the late 1950s (1) (monolithic integrated circuits
were introduced in the 1960s). As predicted by Moore’s law
in the 1960s (2), integrated-circuit density has been doubling
approximately every 18 months, and this doubling in size has
been accompanied by a similar exponential increase in circuit
speed (or more precisely, clock frequency). These trends of
steadily increasing circuit size and clock frequency are illus-
trated in Figs. 1(a) and 1(b), respectively. As a result of this
amazing revolution in semiconductor technology, it is not un-
usual for modern integrated circuits to contain over 10 million
switching elements (i.e., transistors) packed into a chip area
as large as 500 mm2 (3–5). This truly exceptional technologi-
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Figure 1. Moore’s law—exponential increase in circuit integration
and clock frequency (2). (a) Evolution of the transistor count per inte-
grated circuit. (b) Evolution of clock frequency.
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cal capability is due to advances in both design methodologies information (in a digital circuit) is temporarily stored in a cir-
cuit structure capable of accumulating electric charge. Thisand physical manufacturing technologies. Research and expe-

rience demonstrate that this trend of exponentially increasing accumulating or storage property is called capacitance—
denoted by the symbol C—and, depending on the materialsintegrated-circuit computational power will continue into the

foreseeable future. and the physical conditions, is created by a variety of different
types of conductor–insulator–conductor structures commonlyIntegrated-circuit performance is usually characterized (6)

by the speed of operation, the available circuit functionality, found in integrated circuits.
Furthermore, modern digital circuits utilize binary logic,and the power consumption, and there are multiple factors

that directly affect these performance characteristics. While in which information is encoded by two values of a signal.
These logic values are typically called false and true (or loweach of these factors is significant, on the technological side,

increased circuit performance has been largely achieved by and high or logic zero and logic one) and correspond to the
minimum and maximum allowable values of the signal volt-the following approaches:
age for a specific integrated-circuit implementation. Since the
voltage V is proportional to the stored electric charge q (q �• Reduction in feature size (technology scaling), that is, the
CV, where C is the storage capacitance), the logic low valuecapability of manufacturing physically smaller and faster
corresponds to a fully discharged capacitance (q � CV � 0)circuit structures
while the logic high value corresponds to a capacitance stor-• Increase in chip area, permitting a larger number of cir-
ing the maximum possible charge (fully charged to a volt-cuits and therefore greater on-chip functionality
age V).• Advances in packaging technology, permitting the in-

The largest and most complicated digital integrated cir-creasing volume of data traffic between an integrated cir-
cuits today contain many millions of circuit elements eachcuit and its environment as well as the efficient removal
processing these binary signals (2,6,8,9). Every element has aof heat created during circuit operation
specific number of input terminals through which it receives
data from other elements and a specific number of output ter-The most complex integrated circuits are referred to as VLSI
minals through which it makes the results of the processingcircuits, where VLSI stands for very large scale integration.
available to other elements. For the circuit to implement aThis term describes the complexity of modern integrated cir-
particular function, the inputs and outputs of each elementcuits consisting of hundreds of thousands to many millions of
must be properly connected among each other. These connec-active transistor elements. Currently, the leading integrated-
tions are accomplished with wires, which are collectively re-circuit manufacturers have a technological capability for the
ferred to as an interconnect network, while the set of binarymass production of VLSI circuits with feature sizes as small
state circuit elements is often simply called the logic gates.as 0.12 �m (7). These sub–0.5 �m technologies are identified
During normal circuit operation, the logic gates receive sig-with the term deep submicrometer (DSM) since the minimum
nals at their inputs, process the signals to generate new data,feature size is well below the 1 �m mark.
and transmit the resulting data signals to the correspondingAs these dramatic advances in fabricating technologies
logic elements through a network of interconnections. Thistake place, integrated-circuit performance is often limited by
process involves the transport of a voltage signal from oneeffects closely related to the very reasons behind these ad-
physical location to another physical location. In each case,vances such as small geometry interconnect structures. Cir-
this process takes a small yet finite amount of time to be com-cuit performance has become strongly dependent and limited
pleted and is often called the propagation delay of the signal.by electrical issues that are particularly significant in DSM

The rate of data processing in a digital integrated circuit isintegrated circuits. Signal delay and related waveform effects
directly related to two factors: how fast the circuit can switchare among those phenomena that have a great impact on
between the two logic values and how precisely a circuit ele-high-performance integrated-circuit design methodologies
ment can interpret a specific signal value as the intended bi-and the resulting system implementation. In the case of fully
nary logic state. Switching the state of a circuit between twosynchronous VLSI systems, these effects have the potential to
logic values requires either charging a fully discharged capac-create catastrophic failures due to the limited time available
itance or discharging a fully charged capacitance, dependingfor signal propagation among gates.
upon the type of state transition—low to high or a high to
low. This charging/discharging process is controlled by the ac-
tive switching elements in the logic gates and is strongly af-BACKGROUND TO SIGNAL DELAY
fected by the physical properties of both the gates and the
interconnections. Specifically, the signal waveform shapesData processing in the most widely available types of digital

integrated circuits [complementary metal-oxide semiconduc- change, either enhancing or degrading the signals, affecting
both the ability and the time required for the logic gates totor (CMOS), bipolar junction transistor, bipolar CMOS

(BiCMOS), and GaAs] is based on the transport of electrical properly recognize these signals.
The concept of signal propagation delay between two differ-energy from one location to another location. Typically, the

information that is being processed is encoded as a physical ent points A and B of a circuit is illustrated in Fig. 2. The
signals at points A and B—denoted sA and sB, respectively—variable that can be easily stored and transmitted to other

locations while functionally manipulated along the way. Such are plotted versus time for two different cases in Figs. 2(a)
and 2(b), respectively. Without considering the specific elec-a physical variable—also called a signal—is, for example, the

electrical voltage provided by a power supply (with respect to tronic devices and circuits required to create these waveform
shapes, it is assumed that signal sA makes a transition froma ground potential) and developed in circuit elements in the

presence of electromagnetic fields. The voltage signal or bit of high to low and triggers a computation that causes signal sB
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The design of a digital VLSI system may require a great
deal of effort in order to consider a broad range of architec-
tural and logic issues, that is, choosing the appropriate gates
and interconnections among these gates to achieve the re-
quired circuit function. No design is complete, however, with-
out considering the dynamic (or transient) characteristics of
the signal propagation or, alternatively, the changing behav-
ior of signals within time. Every computation performed by a
switching circuit involves multiple signal transitions between
logic states and requires a finite amount of time to complete.
The voltage at every circuit node must reach a specific value
for the computation to be completed. Therefore, state-of-the-
art integrated-circuit design is largely centered around the
difficult task of predicting and properly interpreting signal
waveform shapes at various points in a circuit.

In a typical VLSI system, millions of signal transitions oc-
cur, such as those shown in Fig. 2, which determine the indi-
vidual gate delays and the overall speed of the system. Some
of these signal transitions can be executed concurrently while
others must be executed in a strict sequential order (8). The
sequential occurrence of the latter operations—or signal tran-
sition events—must be properly coordinated in time so that
logically correct system operation is guaranteed and its re-
sults are reliable (in the sense that these results can be re-
peated). This coordination is known as synchronization and is
critical to ensuring that any pair of logical operations in a
circuit with a precedence relationship proceed in the proper
order. In modern digital integrated circuits, synchronization
is achieved at all stages of system design and system opera-
tion by a variety of techniques, known as a timing discipline
or timing scheme (9–12). With few exceptions, these circuits
are based on a fully synchronous timing scheme, specifically
developed to cope with the finite speed required by the physi-
cal signals to propagate through the system.
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An example of a fully synchronous system is shown in Fig.Figure 2. Signal propagation delay from point A to point B. (a) Lin-
3(a). As illustrated in Fig. 3(a), there are three easily recog-ear ramp input and ramp output. (b) Linear ramp input and exponen-
nizable components in this system. The first component—thetial output.
logic gates, collectively referred to as the combinational
logic—provides the range of operations that a system exe-

to make an opposite transition from low to high. Several im- cutes. The second component—the clocked storage elements
portant observations can be made from Fig. 2: or simply the registers—are elements that store the results of

the logical operations. Together, the combinational logic and
• Although sA is the same in each case, sB may have differ- registers constitute the computational portion of the synchro-

ent shapes. nous system and are interconnected in a way that implements
• A temporal relationship (or causality relationship) be- the required system function. The third component of the syn-

tween sA and sB exists in the sense that sA ‘‘causes’’ sB, chronous system—known as the clock distribution net-
thereby preceding the switching event by an amount of work—is a highly specialized circuit structure that does not
time required for the physical switching process to propa- perform a computational process but rather provides an im-
gate through the circuit structure. portant control capability. The clock generation and distribu-

tion network controls the overall synchronization of the cir-• Regardless of shape, sB has the same logical meaning,
cuit by generating a time reference and properly distributingnamely, that the state of the circuit at point B changes
this time reference to every register.from low to high; this transition from low to high and the

The normal operation of a system, such as the examplereverse state transition (signal sA from high to low) re-
shown in Fig. 3(a), consists of the iterative execution of com-quire a positive amount of time to complete.
putations in the combinational logic followed by the storage
of the processed results in the registers. The actual process ofThe temporal relationship between sA and sB as shown in Fig.

2 must be evaluated quantitatively. This information permits storing is temporally controlled by the clock signal and occurs
once the signal transients in the logic gate outputs are com-the speed of the signals at different points in the same circuit

or in different circuits built in different semiconductor tech- pleted and the outputs have settled to a valid state. At the
beginning of each computational cycle, the inputs of the sys-nologies to be temporally characterized. By quantifying the

physical speed of the logical operations, circuit designers are tem together with the data stored in the registers initiate a
new switching process. As time proceeds, the signals propa-provided with necessary information to design correctly func-

tioning integrated circuits. gate through the logic, generating results at the logic output.
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By the end of the clock period, these results are stored in the period, however, two contradictory requirements must be sat-
isfied. First, the smaller the clock period, the more computa-registers and are operated upon during the following clock
tional cycles can be performed by the circuit in a givencycle.
amount of time. At the same time, the time window definedTherefore, the operation of a digital system can be thought
by the clock period must be sufficiently long so that the slow-of as the sequential execution of a large set of simple compu-
est signals reach the destination registers before the currenttations that occur concurrently in the combinational logic por-
clock cycle is concluded and the following clock cycle is ini-tion of the system. The concept of a local data path is a useful
tiated.abstraction for each of these simple operations and is shown

This way of organizing computation has certain clear ad-in Fig. 3(b). The magnitude of the delay of the combinational
vantages that have made a fully synchronous timing schemelogic is bound by the requirement of storing data in the regis-
the primary choice for digital VLSI systems:ters within a clock period. The initial register Ri is the storage

element at the beginning of the local data path and provides
• It is easy to understand and its properties and variationssome or all of the input signals for the combinational logic

are well understood.at the beginning of the computational cycle (defined by the
• It eliminates the nondeterministic behavior of the propa-beginning of the clock period). The combinational path ends

gation delay in the combinational logic (due to environ-with the data successfully latching within the final register
mental and process fluctuations and the unknown inputRf in which the results are stored at the end of the computa-
signal pattern) so that the system as a whole has a com-tional cycle. Each register acts as a source or sink for the data
pletely deterministic behavior corresponding to the im-depending on the current phase of the system operation.
plemented algorithm.The behavior of a fully synchronous system is well defined

• The circuit design does not need to be concerned withand controllable as long as the time window provided by the
glitches in the combinational logic outputs so the onlyclock period is sufficiently long to allow every signal in the
relevant dynamic characteristic of the logic is the propa-circuit to propagate through the required logic gates and in-
gation delay.terconnect wires and successfully latch within the final regis-

• The state of the system is completely defined within theter. In designing the system and choosing the proper clock
storage elements—this fact greatly simplifies certain as-
pects of the design, debug, and test phases in developing
a large system.

However, the synchronous paradigm also has certain limita-
tions that make the design of synchronous VLSI systems in-
creasingly challenging:

• This synchronous approach has a serious drawback in
that it requires the overall circuit to operate as slow as
the slowest register-to-register path. Thus, the global
speed of a fully synchronous system depends upon those
paths in the combinational logic with the largest de-
lays—these paths are also known as the worst case or
critical paths. In a typical VLSI system, the propagation
delays in the combinational paths are distributed un-
evenly so there may be many paths with delays much
smaller than the clock period. Although these paths
could take advantage of a lower clock period—higher
clock frequency—it is the paths with the largest delays
that bound the clock period, thereby imposing a limit on
the overall system speed. This imbalance in propagation
delays is sometimes so dramatic that the system speed is
dictated by only a handful of very slow paths.

• The clock signal has to be distributed to tens of thou-
sands of storage registers scattered throughout the sys-
tem. Therefore, a significant portion of the system area
and dissipated power is devoted to the clock distribution
network—a circuit structure that does not perform any
computational function.

• The reliable operation of the system depends upon the
assumptions concerning the values of the propagation de-
lays, which, if not satisfied, can lead to catastrophic tim-
ing violations and render the system unusable.
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The delay for a signal to propagate from one point within aFigure 3. A synchronous system. (a) Finite-state machine model of
a synchronous system. (b) A local data path. circuit to another point is caused by both active electronic de-
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vices (transistors) in the logic elements and the various pas-
sive interconnect structures connecting the logic gates. While
the physical principles behind the operation of transistors and
interconnect are well understood at the current–voltage level,
it is often computationally difficult to apply this detailed in-
formation to the densely packed multimillion transistor DSM
integrated circuits of today.

A general form of a circuit with N input (x1, . . ., xN) and
M output (y1, . . ., yM) terminals is shown in Fig. 4(a). The
box labeled ‘‘Circuit’’ may represent a simple wire, a transis-
tor, or a logic gate consisting of several transistors, or an arbi-
trarily complex combination of these elements. If the box
shown in Fig. 4(a) corresponds to the portion of the logic cir-
cuit schematically outlined in Fig. 4(b), a logically possible
signal activity at the circuit points X, Y, and Z is shown in
Fig. 5(a). The dynamic characteristics of the signal transitions
as well as their relationship in time are described and formal-
ized in Definitions 1 to 3.

Definition 1. If X and Y are two points in a circuit and sX

and sY are the signals at X and Y, respectively, the signal
propagation delay tPDXY

from X to Y is defined as the time in-
terval from the 50% point of the signal transition of sX to the
50% point of the signal transition of sY. (Although the delay
can be defined from any point X to any other point Y, X and
Y typically correspond to an input and an output of a logic
gate, respectively. In such a case, the signal delay from X to
Y is the propagation delay of the gate.)

This formal definition of the propagation delay is related
to the concept that ideally the switching point of a logic gate
is at the 50% level of the output waveform. Thus, 50% of the
maximum output signal level is assumed to be the boundary
point where the state of the gate switches from one binary
logic state to the other binary logic state. Practically, a more
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physically correct definition of propagation delay is the time
Figure 5. Switching characteristics of the circuit shown in Fig. 4(a)from the switching point of the driving circuit to the switching
Signal waveforms for the circuit shown in Fig. 4(b). (b) Signal wave-

point of the driven circuit. Currently, however, this switching- forms for the inverter in the circuit shown in Fig. 4(b).

point-based reference for signal delay is not widely used in
practical computer-aided design applications because of the
computational complexity of the algorithms and the increased
amount of data required to estimate the delay of a path.
Therefore, choosing the switching point at 50% has become a
generally acceptable practice for referencing the propagation
delay of a switching element.

Also, note that the propagation delay tPD as defined in
Definition 1 is mathematically additive, thereby permitting
the delay between any two points X and Y to be determined
by summing the delays through the consecutive structures be-
tween X and Y. From Figs. 4(b) and 5(a), for example, tPDXY

�
tPDXZ

� tPDZY
. However, this additivity property must be applied

with caution since neither of the switching points of consecu-
tively connected gates may occur at the 50% level. In addition,
passive interconnect structures along signal paths do not ex-
hibit switching properties although physical signals propa-
gate through these structures with finite speed. Therefore, if

Circuit
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xN yM
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X Z
Y
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the properties of a signal propagating through a series con-
nection of logic gates and interconnections are under investi-Figure 4. A simple electronic circuit. (a) Abstract representation of

a circuit. (b) Logic schematic of the circuit in panel (a). gation, an analysis of the entire signal path composed of gates
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and wires—rather than adding 50%-to-50% delays—is neces- signal. For a low-to-high transition, the rise transition time
tr � t�90% � t�10%. For a high-to-low transition, the fall transitionsary to avoid accumulating error.

In high-performance CMOS VLSI circuits, logic gates often time tf � t�10% � t�90%.
switch before the input signal completes its transition. (Also,

The parameters defined in Definition 3 are illustrated in Fig.a gate may have asymmetric signal paths, whereby a gate
2, where the fall time tfA

and the rise time trB
for the signalswould switch faster in one direction than in the other direc-

sA and sB, respectively, are indicated.tion.) This difference in switching speed may be sufficiently
As tr and tf are related to the slope of the signal transitions,large so that an output signal of a gate will reach its 50%

the transition times also affect the values of tPLH and tPHL, re-point before the input signal reaches the 50% point. If this is
spectively. In Fig. 5(a), for example, note that if the signal sYthe case, tPD as defined by Definition 1 may have a negative
had been slower—a larger fall time tfY

—sY would have crossedvalue. Consider, for example, the inverter connected between
the 50% level at a later time, effectively increasing the propa-nodes X (inverter input) and Z (inverter output) in Fig. 4(b).
gation delay tPLHXY

. However, as illustrated in Fig. 2, it is pos-The specific input and output waveforms for this inverter are
sible that the 50%-to-50% delay remains nearly the same, al-shown in detail in Fig. 5(b). When the input signal sX makes
though the signal slope may change significantly [the risea transition from high to low, the output signal sZ makes a
time trB

in Figs. 2(a) and 2(b)].transition from low to high (and vice versa). In this specific
example, the low-to-high transition of the signal sZ crosses the
50% signal level after the high-to-low transition of the signal

DEVICES AND INTERCONNECTIONSsX. Therefore, the signal delay tPLH (the signal name index is
omitted for clarity) is positive as shown by the direction of the

The technology of choice for most modern high-performancearrow in Fig. 5(b), coinciding with the positive direction of the
digital integrated circuits is based on the metal-oxide-semi-x axis. However, when the input signal sX makes a low-to-
conductor field-effect transistor (MOSFET) structure. The pri-high transition, the output signal sZ makes a faster high-to-
mary reasons for the wide application of MOSFETs are,low transition and crosses the 50% signal level before the in-
among other things, high packing density and, in its comple-put signal sX crosses the 50% signal level. The signal delay
mentary form, low power dissipation. In this section, thetPHL in this case is negative as shown by the direction of the
properties of both active devices and interconnections are dis-arrow in Fig. 5(b), coinciding with the negative direction of
cussed from the perspective of circuit performance.the x axis.

An n-channel enhancement mode MOSFET transistorAs illustrated in Fig. 5(b), the asymmetry of the switching
(NMOS) is depicted in Fig. 6(a). Note that in most digital ap-characteristics of a logic gate requires the ability to discrimi-
plications, the substrate is connected to the source, i.e., Vs �nate between the values of the propagation delay in the two
Vb and Vsb � 0. Therefore, the four-terminal transistor de-different switching situations (a low-to-high or a high-to-low
picted in Fig. 6(a) can be considered as a three-terminal de-transition). One single value of the propagation delay tPD, as
vice with the voltages Vs, Vg, and Vd controlling the operationdefined in Definition 1, does not provide sufficient information
of the transistor. Assuming no substrate current, Idd � Iss—about this possible asymmetry in the switching characteris-
both currents Idd and Iss are usually referred to by Ids only. Intics of a logic gate. Therefore, the concept of delay is extended
the following discussion, the additional indices n and p arefurther to include this missing information. Specifically, the
used to indicate which type of transistor is being considered,direction of the output waveform (since the output of a gate
n-channel or p-channel, respectively.is typically the evaluation node) is included in the definition

To first order, the drain current Idsn through the transistorof delay, thereby permitting the evaluation of the gate switch-
is modeled by the classical Shichman–Hodges equations (13):ing speed to account for the effects of the output signal tran-

sition:

Definition 2. The signal propagation delays tPLHXY
and tPHLXY

,
respectively, denote the signal delay from input X to output Y
(as defined in Definition 1), where the output signal (at point
Y) transitions from low to high and from high to low, respec-
tively (the low-to-high and high-to-low transitions).

Idsn =




βn[(Vgsn − Vtn )Vdsn − 1
2V 2

dsn],
Vgsn ≥ Vtn and Vgdn ≥ Vtn (linear mode)

βn
1
2 (Vgsn − Vtn)2,

Vgsn ≥ Vtn and Vgdn ≤ Vtn (saturation mode)
0, Vgsn ≤ Vtn (cutoff mode)

(1)

It is important to consider both tPLH and tPHL during circuit
The derivation of PMOS I-V equations is straightforward byanalysis and design. However, if only a single value of tPD is
accounting for the changes in voltages and current directions.specified, tPD usually refers to the arithmetic average, (tPLH �
In Eq. (1), the parameter �n is a device parameter commonlytPHL)/2.
called a gain factor or the current gain of the transistor—theFurthermore, Definition 2 specifies the time between
dimension of �n is [A/V2]. The value of the current gain �n isswitching events, but does not convey any information about

the transition time of the events themselves. This transition
time is finite and is characterized by the two parameters de- βn = Kn

Wn

Ln
(2)

scribed in the following definition:

where Kn is the process transconductance parameter and WnDefinition 3. For a signal making a transition between two
and Ln are the width and length of the transistor channel,different logic states, the transition time is defined as the

time interval between the 10% point and the 90% point of the respectively. The process transconductance Kn is found as the
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the timing relationships connecting the transistor terminal
voltages as these voltages are the signal representations of
the data being processed. By performing a dynamic analysis,
the signal delay from an input waveform to its corresponding
output waveform can be evaluated with a certain level of ac-
curacy.

Complementary MOS logic or CMOS logic is the most pop-
ular circuit style for most modern high-performance digital
integrated circuits. An analytical analysis of a simple CMOS
logic gate is presented next for one of the simplest CMOS
gates—the CMOS inverter shown in Fig. 6(b). Performing
such a simple analysis illustrates the process for estimating
circuit performance as well as provides insight into what fac-
tors and how these factors may affect the timing characteris-
tics of a logic gate.

Analytical Delay Analysis

Consider the CMOS inverter circuit consisting of the PMOS
device Q1 and NMOS device Q2 shown in Fig. 6(b). For this
analysis, assume that the capacitive load of the inverter—
consisting of any device capacitances, interconnect capaci-
tances, and the load capacitance of the following stage—can
be lumped into a single capacitor CL. The output voltage
Vo � VCL

is the voltage across the capacitive load and the ter-
minal voltages of the transistors are shown in Table 1. The
regions of operation for the devices Q1 and Q2 are illustrated
in Fig. 7 depending upon the values of Vi and Vo. Referring to
Fig. 7 may be helpful in understanding the switching process
in a CMOS inverter. Determining the values of the fall time
tf and the propagation delay tPHL is described in the following
section. Similarly, closed-form expressions for the rise time tr

and the propagation delay tPLH are derived later.

The Value of tf and tPHL. The transition process used to de-
rive tf and tPHL is illustrated in Fig. 8(a). Assume that the
input signal Vi has been held at logic low (Vi � 0) for a suffi-

Drain

Gate

(substrate)

Base

Source

Vgd

Vg

Vd

Vs

Vgs

Vb Vds

Idd

Iss

+

+

– +

– –

Idsp

Idsn

Q2

Q1

Load

Vdd

Vi (t) Vo(t)

(a)

(b)

ciently long time such that the capacitor CL is fully chargedFigure 6. (a) An NMOS transistor and (b) the basic CMOS inverter
to the value of Vdd. The operating point of the inverter is pointgate.
A on Fig. 7. At time t0 � 0 the input signal abruptly switches
to a logic high. The capacitor CL cannot discharge instantane-
ously, thereby forcing the operating point of the circuit to

product point B—(Vi, Vo) � (Vdd, Vdd). At B, the device Q1 is cut off
while Q2 is conducting, thereby permitting CL to begin dis-
charging through Q2. As this discharge process develops, theKn = µnCox = µn

εox

tox
(3)

operating point moves down the line BD approaching point
D, where CL is fully discharged, that is, Vo(D) � 0. Observe

where �n is the carrier mobility and Cox is the gate capacitance
that during the interval 0 	 t � t2 the operating point is be-

per unit area (
ox is the relative dielectric constant of the gate
tween B and C and the device Q2 operates in saturation. At

oxide material—3.9 for SiO2—and tox is the gate oxide thick-
time t2, the capacitor is discharged to Vdd � Vtn and Q2 begins

ness). By substituting the index p for the index n in Eqs. (1)
to operate in the linear region. For t � t2, the device Q2 is in

to (3), analogous expressions for �p and Kp of a p-channel en-
hancement mode MOSFET transistor can be developed
(2,6,9,14). Also note that the threshold voltage Vtn of an n-
channel transistor is positive (Vtn � 0), while the threshold
voltage Vtp of a p-channel transistor is negative (Vtp � 0).

Equation (1) and its counterpart for a p-channel MOS de-
vice are fundamental to both static and dynamic circuit analy-
sis. Static, or dc, analysis refers to circuit bias conditions in
which the voltages Vg, Vd, and Vs remain constant. Dynamic
analysis is attractive from the signal delay perspective since
it deals with voltage and current waveforms that change over
time. An important goal of dynamic analysis is to determine

Table 1. Terminal Voltages for the p-channel and n-channel
Transistor in a CMOS Inverter Circuit

p-Channel n-Channel

Vg Vgp � Vin Vgn � Vin

Vs Vsp � VDD Vsn � 0
Vd Vdp � Vout Vdn � Vout

Vgs Vgsp � Vin � VDD Vgsn � Vin

Vgd Vgdp � Vin � Vout Vgdn � Vin � Vout

Vds Vdsp � Vout � VDD Vdsn � Vout
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Figure 7. Modes of operation for the devices in the CMOS inverter. (a) Operating modes de-
pending on the input voltage, Vi, and the output voltage, Vo. (b) Operating point trajectory for
different input waveforms (only rising input shown).

the linear region. If (as is typical) 0.1Vdd � Vtn � 0.5Vdd, then
t1 � t2 � t3 as shown in Fig. 8(a). Therefore, the fall time is Idsn = βn

1
2

[(Vdd − Vtn)2] = −CL
dVo

dt
(4)

tf � t4 � t1 and the propagation time tPHL � t3 � 0 � t3. To
Substitutingdetermine the values of tf and tPHL, the output waveform Vo(t)

must be evaluated for each of the intervals [t0, t2) and [t2, �).
For t0 	 t � t2, the current discharging the capacitor Idsn,

shown in Fig. 6(b), is
η = Vtn

Vdd
and γn = βnVdd(1 − η)

CL
(5)

Vo(t) Vo(t)

Vi(t) = 0, t < 0
Vdd, t >– 0

Vi(t) = Vdd, t < 0
0, t >– 0

Eq. (6)

0.9Vdd

0.5Vdd

0.1Vdd

Vdd – Vtn 

0.9Vdd

0.5Vdd

0.1Vdd

– Vtp
Eq. (9)

0 t1 t2 t3 t4 t 0 t1 t2 t3 t4 t

ttf tr
tPLH tPLH

(a) (b)

Figure 8. Switching waveforms for a step input at the CMOS inverter in Fig. 6(b). (a) High-to-
low output transition. (b) Low-to-high output transition.
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and solving Eq. (4) for Vo with the initial condition Vo(0) � If (as is typical) 0.1Vdd � �Vtp� � 0.5Vdd, then t1 � t2 � t3 as
shown in Fig. 8(b). Therefore, the rise time is tr � t4 � t1 andVdd yields
the propagation delay is tPLH � t3 � 0 � t3. To determine the
values of tr and tPLH, the output waveform Vo(t) must be evalu-
ated for each of the intervals [t0, t2) and [t2, �).

An analysis similar to that described earlier can be per-
formed to derive expressions for t1, t3, and t4 in Fig. 8(b). Sub-

Vo(t) = Vdd −
[

βn

2CL
(Vdd − Vtn)2

]
t

= Vdd

[
1 − γn

2
(1 − η)t

]
for t0 ≤ t < t2

(6)

stituting
From Eq. (6) it can be further shown that

π = −Vtp

Vdd
, γp = βpVdd(1 − π)

CL
(13)

Vo(t2) = Vdd − Vtn for t2 = 2CL

βn(Vdd − Vtn)2
Vtn = 2η

γn(1 − η)

(7)
t1, t3, and t4 are

The interval t � t2 is considered next. The device Q2 is in
linear mode and Idsn is given by

Idsn = βn

[
(Vdd − Vtn)Vo − 1

2
V 2

o

]
= −CL

dVo

dt
(8)

t1 = 1
γp

0.2
1 − π

, t3 = 1
γp

[
2π

1 − π
+ ln(3 − 4π)

]
,

t4 = 1
γp

[
2π

1 − π
+ ln(19 − 20π)

] (14)

A closed-form expression for the output voltage Vo(t) for time Therefore, the value of the rise time tr is
t � t2 is obtained by solving Eq. (8) (a Bernoulli equation)
with the initial condition Vo(t2) � Vdd � Vtn: tr = t4 − t1 = CL

βp

1
Vdd(1 − π)

�
2

π − 0.1
1 − π

+ ln(19 − 20π)

�
(15)

Vo(t) = Vdd
2(1 − η)

1 + eγn (t−t2 )
for t ≥ t2 (9)

and the value of the propagation delay tPLH is

The values of t1 from Eq. (6) and t3 and t4 from Eq. (9) are
tPLH = t3 − 0 = t3 = CL

βp

1
Vdd(1 − π)

� 2π

1 − π
+ ln(3 − 4π)

�

(16)

Several observations can be made by analyzing the expres-
sions derived earlier for tr, tf, tPHL, and tPLH. First, the factors

t1 = 1
γn

0.2
1 − η

, t3 = 1
γn

[
2η

1 − η
+ ln(3 − 4η)

]
,

t4 = 1
γn

[
2η

1 − η
+ ln(19 − 20η)

] (10)

that affect the inverter delays are analyzed. Following this
The fall time tf is analysis, the related waveform effects are considered and

short-channel effects of submicrometer devices are then de-
scribed.tf = t4 − t1 = CL

βn

1
Vdd(1 − η)

�
2

η − 0.1
1 − η

+ ln(19 − 20η)

�
(11)

Controlling the Delay
and the propagation delay tPHL is

Note that in Eqs. (11) and (15), the fall and rise times, respec-
tively, are the product of a term of the form CL/� and another
process-dependent term (a function solely of Vdd and Vt). ThesetPHL = t3 − 0 = t3 = CL

βn

1
Vdd(1 − η)

� 2η

1 − η
+ ln(3 − 4η)

�
(12)

relationships imply that for a given manufacturing process,
improvements in individual gate delays are possible by reduc-

The Value of tr and tPLH. The rise time tr and the propagation ing the load impedance CL or by increasing the current gain
delay tPLH are determined from the switching process illus- of the transistors. Reducing the load impedance is possible by
trated in Fig. 8(b) (similarly to tf and tPHL earlier). Assume controlling physical aspects of the design (the specific gate
that the input signal Vi has been held at logic high (Vi � Vdd) layout). Alternatively, increasing � of the devices (recall that
for a sufficiently long time such that the capacitor CL is fully � � W/L) is typically accomplished by controlling the value of
discharged to Vo � 0. The operating point of the inverter is W—a process known as transistor or gate sizing. (Typically,
point D shown in Fig. 7. At time t0 � 0, the input signal the device channel length is chosen to be the minimum per-
abruptly switches to a logic low. Since the voltage on CL can- mitted by the technology and therefore cannot be decreased
not change instantaneously, the operating point is forced at to further increase �.) Transistor sizing, however, has lim-
point E. At E, the device Q2 is cut off while Q1 is conducting, its—area requirements may limit the maximum channel
thereby permitting CL to begin charging through Q1. As this width W, and increasing W will also increase the input load
charging process develops, the operating point moves up the capacitance of the gates.
line EA toward point A at which CL is fully charged, that is,
Vo(A) � Vdd. Note that during the interval 0 	 t � t2, the

Waveform Effects
operating point is between E and F and the device Q1 operates
in the saturation region. At time t2, the capacitor is charged The ideal step input waveform used to derive the delay ex-

pressions presented earlier is a physical abstraction. Such anto �Vtp (recall that Vtp � 0) and Q1 starts operating in the
linear region. For t � t2, the device Q1 is in the linear region. ideal waveform does not exist naturally, although it is used
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to simplify the analysis presented before. Note that despite methods for the delay calculation be developed and used in
practice.ideally fast input waveforms, the output signal of a CMOS

logic gate has a finite slope, thereby contributing to a certain Nonideal input waveforms also have implication on the
power dissipation of individual logic gates and therefore ofgate delay. In a practical VLSI integrated circuit, both the

input and output signals have a nonzero rise and fall time the entire circuit. Observe that in regions II, IV, and VI,
shown in Fig. 7, both devices simultaneously conduct, creat-due to the impedances along any signal path. Fast input

waveforms can be effectively considered as step inputs, and ing a temporary direct path for the current from Vdd to
ground. The short-circuit current in this direct current paththe delay expressions derived in Eqs. (11) and (15) model the

delays for such cases with reasonable accuracy. Slow input is only slightly related to the output voltage of the gate and
adds to the total power dissipation. This added component iswaveforms, however, contribute significantly to the delay of

the charge–discharge path in a gate output (6,9,14,15), mak- known as short-circuit power. The short-circuit power can be
a substantial fraction of the total power dissipation of a cir-ing the aforementioned delay expression inaccurate.

Furthermore, it is considerably more difficult to derive cuit and can become an obstacle to meeting a specific design
goal. Faster waveforms throughout the circuit generally meanclosed-form delay expressions for nonstep input waveforms.

Consider, for example, the derivation of the fall time of the less time spent switching within regions II, IV, and VI and
therefore decreased short-circuit current and short-circuitinverter shown in Fig. 6(b) assuming a nonideal input, such

as the linear ramp signal sA in Fig. 2(a). Referring to Fig. 7(b), power.
the trajectory of the operating point relating Vi and Vo for a
nonideal (nonstep) input is as shown in the upper diagram. Short-Channel Effects
This trajectory is a curve passing through regions I, II, III,

The active device model used in the analyses described ear-and IV (through regions I, II, III, IV, and V for slower input
lier, Eq. (1), is accurate for long-channel devices. As technol-signals), and down the line C� � C � D rather than the two
ogy is scaled down into the submicrometer range, a varietystraight-line segments A � B and B � C � D (as shown in
of physical phenomena develop that requires improved devicethe lower diagram). Therefore, calculating an exact expres-
models in order to preserve accuracy. In this section, certainsion for tf in this case would require separately evaluating the
key effects, known as short-channel effects, are described, asdelay for all five portions of the output Vo—one for each
related to the discussion of propagation delay.region.

Analysis of the CMOS inverter shown in Fig. 6(b) with
Channel-Length Modulation. A MOSFET device modeled byother than an ideal step input, as well as the respective delay

Eq. (1) has an infinite output resistance in saturation andexpressions, can be found in Ref. 15. Consider, for example,
acts as a voltage-controlled current source. Recall the linearthe linear ramp input described by
portion of the falling or rising output waveforms from the
analysis presented earlier. The device acts as a current source
because of the complete independence in saturation of the
drain current Idsn from the voltage Vdsn assumed in Eq. (1).
This independence, however, is an idealization that does not

Vi(t) =




0, t < 0
t

tri

Vdd, 0 ≤ t < tri

Vdd, t ≥ tri

(17)

take into account the effect of the voltage Vdsn on the shape of
the channel. In practice, as Vdsn is increased beyond the value

where tri
is the rise time of the input voltage signal Vi(t). In required for saturation (such that Vgdn � Vtn or Vgdp � Vtp for

the case depicted in the upper diagram shown in Fig. 7(b), a PMOS device), the channel pinch-off point moves towards
the total propagation delay tPHLramp at the 50% level (15) is the source. Therefore, the effective channel length is reduced,
given by an effect known as channel-length modulation.

To account for channel-length modulation analytically, the
expression for the current in saturation in Eq. (1) is modifiedtPHLramp = 1

6 (1 + 2η)tri
+ tPHLstep (18)

as follows:

where tPHLstep is the propagation delay time for a step input
given by Eq. (12). Idsn = βn

1
2 (Vgsn − Vtn)2(1 + λnVdsn) (19)

Note that the ramp input described by Eq. (17) is also an
The additional factor (1 � nVdsn) in Eq. (19) is the cause of aidealization intended to simplify analysis. In a practical inte-
finite device output resistance �Vdsn/�Idsn � 2(Vgsn �grated circuit, the input waveform to the inverter is not a
Vtn)�2/(n�n) in saturation. The output waveform is degradedlinear ramp, but rather the output waveform of another gate
due to the degradation of the transfer characteristic of the in-within the circuit. For such an input—also known as a char-
verter.acteristic input—it is practical to regard the propagation de-

lay through the inverter gate shown in Fig. 6(b) as a function
of the CL/� ratio of the preceding gate or, equivalently, as a Velocity Saturation. In a long-channel transistor, the drift

velocity of the carriers in the channel is proportional to bothfunction of the step response delay of the preceding stage (15).
This kind of direct analytical solution—by breaking the out- the carrier mobility and the lateral electric field in the chan-

nel (parallel to the source–drain path). In short-channel de-put waveform in regions depending upon the trajectory of the
operating point—becomes even more complicated for a gate vices, however, the velocity of the carriers eventually satu-

rates for some value of the voltage Vds within the operatingwith more than one input arriving at an arbitrary time and
with arbitrary waveforms. Because of the growing complexity range of the circuit. This velocity saturation phenomenon is

due to the fact that the power supply voltage is not scaledof such an analytical solution, it is imperative that alternative
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down as quickly as the device dimensions due to system con- as being purely capacitive, but rather as being resistive–
capacitive (RC). An important type of global circuit structurestraints.

The saturation in carrier velocity for high electric field where the gates can be very far apart is the clock distribution
network (18).strengths—caused by the high voltage Vds applied over a

short channel—causes a reduction in both the process trans- The interconnect has become a major concern due to the
high resistance that can limit overall circuit performance.conductance [see Eq. (3)] and the current gain of a saturated

device. This reduction in the current gain � has a direct effect These interconnect impedances have become significant as
the minimum line dimensions have been scaled down into theon the ability of the devices to drive a specific load, resulting

in increased delay times. Recall that the propagation delays deep-submicrometer region while the overall chip dimensions
have increased. Perhaps the most important consequence ofdescribed in Eqs. (11), (12), (15), and (16) are inversely pro-

portional to �. these trends of scaling transistor and interconnect dimen-
sions and increasing chip sizes is that the primary source ofA more realistic device model for DSM devices—known as

the �-power model—has been proposed in Ref. 16 to include signal propagation delay has shifted from the active transis-
tors to the passive interconnect lines. Therefore, the naturethe carrier velocity saturation effect in submicrometer devices

(short-channel devices in general): of the load impedance has shifted from a lumped capacitance
to a distributed resistance–capacitance, thereby requiring
new qualitative and quantitative interpretations of the signal
switching processes.

To illustrate the effects of scaling, consider ideal scaling
(6) where devices are scaled down by a factor of S (S � 1) and
chip sizes are scaled up by a factor of Sc (Sc � 1). The delay
of the logic gates decreases by 1/S while the delay due to the

Idsn =




I′
D0n

, Vgsn ≥ Vtn,Vdsn ≥ V ′
D0n

(pentode or saturation region)
I′

D0n

V ′
D0n

Vdsn, Vgsn ≥ Vtn,Vdsn < V ′
D0n

(triode or linear region)
0, Vgsn ≤ Vtn (cutoff mode)

(20)

interconnect increases by S2S2
c (6,19). Therefore, the ratio of

interconnect delay to gate delay after ideal scaling increases
where by a factor of S3S2

c. For example, if S � 4 (corresponding to
scaling down from a 2 �m CMOS technology to a 0.5 �m
CMOS technology) and Sc � 1.225 (corresponding to the chip
area increasing by 50%), the ratio of interconnect delay to

I′
D0n

= ID0

�
Vgsn − Vtn

Vdd − Vtn

�α

, V ′
D0n

= VD0

�
Vgsn − Vtn

Vdd − Vtn

�α/2

(21) gate delay will increase by a factor of 43 � 1.225 � 78.4 times.

In Eqs. (20) and (21), � is the velocity saturation index, VD0 is Delay Estimation in RC Interconnect. Interconnect delay can
the drain saturation voltage for Vgsn � Vdd, and ID0 is the drain be analyzed by considering the CMOS inverter shown in Fig.
saturation current for Vgsn � Vdsn � Vdd. A typical value for the 6(b) with the capacitive load CL representing the accumulated
velocity saturation index of short-channel devices is 1 	 � 	 capacitance of the fanout of the inverter. The interconnect
2, where Eq. (20) becomes Eq. (1) for � � 2. connecting the drains of the devices Q1 and Q2 to the upper

Analytical solutions for the output voltage of a CMOS in- terminal of the load is replaced by a distributed RC line with
verter with a purely capacitive load CL for a step, linear ramp, a resistance and capacitance Rint and Cint, respectively (19).
and exponential input waveforms can be found in Ref. 17. Closed-form expressions for the signal delay with an RC
Closed-form expressions for the delay of the CMOS inverter load are described by Wilnai (20). The delay values for both a
shown in Fig. 6(b) under the �-power model are given in Ref. distributed and lumped RC load are summarized in Table 2.
16 and are repeated here: These delay values are obtained assuming a step input signal.

The results listed in Table 2 are illustrated graphically in
Fig. 9 (20). Two waveforms of the signal output response mak-tPHL = tPLH =

�1
2

− 1 − η

1 + α

�
tT + CLVdd

2ID0
, η = Vtn

Vdn
(22)

ing a low-to-high transition are shown in Fig. 9. These two
waveforms are based on the RC load being distributed and

The propagation delay described by Eq. (22) can be applied to lumped, respectively.
nonideal input waveforms and consists of two terms. The first Assuming an on-resistance Rtr of the driving transistor
term reflects the effect on the gate delay of the input wave- (19), the interconnect delay Tint can be characterized by the
form shape and is proportional to the input waveform transi- following expression:
tion time tT. The second term reflects the dependency of the
delay on the gate load, similarly to the CL/� term in Eqs. (12)
and (16).

The Importance of Interconnections

The analysis of the CMOS gate delay as described earlier is
based on the assumption that the load of the inverter shown
in Fig. 6(b) is a purely capacitive load (C). This assumption is
generally true for logic gates placed close to each other in the
physical layout of an integrated circuit. In a multimillion
transistor VLSI circuit, however, certain connected logic gates
may be relatively distant from each other. In this situation,
the impedance of the interconnect wires cannot be considered

Table 2. Closed-Form Expressions for the Signal Delay
Response Driving a Distributed and Lumped RC Load—An
Ideal Step Input Is Assumed

Signal Delay

Output Voltage Range Distributed RC Lumped RC

0% to 90% 1.0RC 2.3RC
10% to 90% (rise time tr) 0.9RC 2.2RC
0% to 63% 0.5RC 1.0RC
0% to 50% (delay tPLH) 0.4RC 0.7RC
0% to 10% 0.1RC 0.1RC
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Figure 9. Illustration of the RC signal delay expressions in Table 2
(20). Waveforms are shown for both a distributed and lumped RC
load.

Tint = RintCint + 2.3(RtrCint + RtrCL + RintCL) (23)

≈ (2.3Rtr + Rint)Cint (24)

Table 3. Circuit Network to Model Distributed RC Line with
a Maximum Error of 3%a

RT

CT 0 0.01 0.1 0.2 0.5 1 2 5 10 20 50 100

0 �3 �3 �2 �2 �1 �1 �1 �1 �1 C C C
0.01 �3 �3 �2 �2 �1 �1 �1 �1 �1 C C C

0.1 T2 T2 �2 �2 �1 �1 �1 �1 �1 C C C
0.2 T2 T2 �2 �2 �1 �1 �1 �1 �1 C C C
0.5 T1 T1 T1 T1 �1 �1 �1 �1 �1 C C C

1 T1 T1 T1 T1 �1 �1 �1 �1 �1 C C C
2 T1 T1 T1 T1 �1 �1 �1 �1 L1 L1 C C
5 �1 �1 �1 �1 �1 �1 �1 L1 L1 L1 C C

10 �1 �1 �1 �1 �1 �1 L1 L1 L1 L1 C C
20 R R R R R R L1 L1 L1 L1 C C
50 R R R R R R R R R R C N

100 R R R R R R R R R R N N

a From Ref. 21. The notations �, T, and L correspond to a �, T, and L model,
respectively. The notations R and C correspond to a single lumped resistance
and capacitance, respectively. The notation N means that the interconnect im-
pedance can be ignored. The number after certain models (e.g., �3) correspond
to a multiple model structure.

The on-resistance of the driving transistor Rtr in Eqs. (23) and
(24) can be approximated (19) by

function of RT and CT is shown in Table 3. By using the appro-
priate RC model (21), the computational time of the simula-
tion can be more efficiently reduced while preserving the ac-

Rtr ≈ 1
βVdd

(25)

curacy of the circuit simulation (22).
where the term � in Eq. (25) is the current gain of the driving

Delay Mitigationtransistor [see Eq. (2)].
Approximating a distributed RC line by a combination of A variety of different techniques have been developed to im-

lumped resistances (R) and capacitances (C) is commonly prove the signal delay characteristics depending upon the
used in circuit simulation programs. Three typical ladder cir- type of load and other circuit parameters. Among the most
cuits are illustrated in Fig. 10. The names of the ladder cir- important techniques are as follows:
cuits shown in Fig. 10 are derived based on the similarities
between the shape of the circuit and a known structure such

• Gate sizing to increase the output current drive capabil-as a letter. The RC interconnect is replaced in circuit simula-
ity of the transistors along the logic chain (23–25). Gatetion programs with circuit ladder structures such as those
sizing must be applied with caution, however, because ofshown in Fig. 10. To increase the accuracy of simulation,
the resulting increase in area and power dissipation.more detailed �n and Tn ladder models can be used (21).

• Tapered buffer circuit structures are often used to driveA lumped � and T ladder circuit model better approxi-
large capacitive loads (such as at the output pad of amates a distributed RC model than a lumped L ladder circuit
chip) (8,26–31). A series of CMOS inverters such as the(21) by up to 30%. As described in Ref. 21, the strategy to
circuit shown in Fig. 6(b) are cascaded where the outputmodel a distributed RC line depends upon two circuit param-
drive of each buffer is increased by a constant taperingeters:
factor.

• The use of repeater circuit structures to drive resistive–1. The ratio CT � CL/C of the load capacitance CL of the
capacitive (RC) loads. Unlike tapered buffers, repeatersfanout to the capacitance C of the interconnect line
are typically CMOS inverters of uniform size (drive capa-2. The ratio RT � Rtr/R of the output resistance of the driv-
bility) that are inserted at uniform intervals along an in-ing MOSFET device Rtr to the resistance R of the in-
terconnect line (6,32–37).terconnect line

• A different timing discipline such as asynchronous timing
(2,8,38). Unlike fully synchronous circuits, the order ofThe appropriate ladder circuit (from Ref. 21) to model a dis-

tributed RC interconnect line properly within 3% error as a execution of logic operations in an asynchronous circuit

Figure 10. L, �, and T ladder circuits to approximate
L1 T1

R

C CC
2

Π1

R

C
2

R
2

R
2

an RC interconnect impedance.
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is not controlled by a global clock signal. Therefore, asyn- the front-end design process. Alternatively, the gates must be
placed and the wires routed among them to guarantee thatchronous circuits are essentially independent of the sig-

nal delays. The logical order of operations in an asyn- the circuit will function correctly given the system input
signals.chronous circuit is enforced by requiring the generation

of special handshaking signals that communicate the The primary difficulty with this approach is that the front-
end methodologies and CAD tools largely ignore the detailsstatus of the computation.
and problems of the physical domain. Such an approach can-
not be tolerated in the design of DSM circuits for multipleAmong other useful techniques to improve the signal delay
reasons, among which the following are related to the signalcharacteristics are the use of dynamic CMOS logic circuits
delay and waveform shapes in an important way:including Domino logic (9) and differential circuit logic styles,

such as cascade voltage switch logic or CVSL (9).
1. With advances in technology, transistor devices and

gates become smaller and faster, while the size of the
IMPACT OF DSM ON DESIGN METHODOLOGIES integrated circuit increases. These trends lead to the

appearance of many global interconnect wires the
The capability of applying and analyzing timing relationships length of which increases proportionally with increasing
and delays in deep-submicrometer integrated circuits re- die size. Not only are the devices smaller but these tran-
quires a great amount of knowledge describing the physical sistors often have to drive relatively larger loads due to
phenomena of these circuits. As described earlier, the devel- the long global interconnections.
opment of purely analytic equations is practically impossible 2. As the average length of a wire increases, the electrical
to carry out even for very simple circuits. Furthermore, from model of an interconnect wire changes from a purely
a design perspective, it is important to be able to apply intu- capacitive (C) model to a resistive–capacitive (RC)
itive knowledge that incorporates circuit physics and opera- model and finally to an inductive (RLC) model. The wire
tion when both analyzing existing circuits and synthesizing, geometry also changes in order to satisfy performance,
or designing, new circuits based on their topological, func- density, and yield objectives. Therefore, fringing capaci-
tional, and timing characteristics. tances between lines and cross-wire signal coupling be-

The use of powerful computers coupled with efficient algo- gin to play an increasingly important role in signal in-
rithms is absolutely fundamental to the successful analysis tegrity and circuit speed.
and synthesis of multi-million transistors integrated circuits.

3. Multiple wire planes are often used, thereby increasingIn fact, the majority of these algorithms are specifically devel-
the complexity of the routing tools and making it sig-oped with circuit complexity in mind and the related issues of
nificantly more difficult to account for any coupling andaccuracy, run time, and memory requirements. Therefore,
noise effects during analysis and synthesis portions ofCAD software tools play a vital role in the circuit design and
the design process.manufacturing process. As noted earlier, however, improve-

4. Fast turnaround times and increased market pressurements in technology and the demand for greater functionality
often require the reuse of large circuit subsystemsand performance are changing the physical models of devices
(known as ASIC cores or megacells) surrounded by cus-and interconnects in DSM circuits. A serious consequence of
tomized glue logic. (Application-specific integrated cir-these changes is that the traditional design flow (the se-
cuits—or ASIC—are specialized circuits developed toquence of steps involved in the design and analysis of circuits)
satisfy a specific manufacturer’s need rather than beis no longer able to handle the required circuit complexity in
distributed as off-the-shelf parts.) The reusable portionsan efficient manner.
and the glue logic are naturally separated from eachIn the traditional design flow, a great amount of effort and
other on the surface of the integrated circuit, requiringtime is devoted to the architectural and logical aspects of the
multiple long interconnect wires.circuit. In this front-end portion of the design process, the cir-

cuit is partitioned into smaller subsystems and the individual
logical networks. At the front end, the emphasis is on the be- CAD software tool developers and circuit designers have

become increasingly concerned with new approaches to thehavioral, register transfer level (RTL), and logic levels of ab-
straction, concentrating on satisfying the functional design integrated-circuit design flow in order to cope with these

aforementioned effects. A paradigm shift towards merging thegoals. Approximate timing information is used at the front
end to estimate the delay of the logic gates and to determine capabilities of front-end and back-end tools is currently

emerging as an alternative to the traditional methodology ofthe correct architectural (rather than physical) placement of
the registers within a circuit. separating these design efforts. Thus, in order to relieve con-

straints on the back-end tools and increase the likelihood of aActual circuit and physical design are at the back end of
the design process and consist of determining the circuit de- successful design, the front-end tools must account for the

lower-level DSM-related physical effects at a much earlierscription of the specific physical transistor and interconnect
patterns corresponding to the previously developed networks stage of the system design process.

An important approach in circuit extraction and simula-of logic gates. During this phase, the locations of the logic
gates on the chip area are determined and wires are routed tion is applying advanced mathematical methods to extract

parasitic wire impedances and to reduce the complexity of theamong the terminals of these gates as required by the logic
network specifications. Besides being a time-consuming pro- extracted data. This reduction is needed so that the analysis

and simulation of the critical wires in a circuit can be per-cess targeted to satisfy these many geometrical and connec-
tivity constraints, the physical design process must also pre- formed in a reasonable amount of time while not sacrificing

precision.serve the dynamic specifications of the circuit assumed during
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