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Abstract— Recently we proposed a new clocking scheme,any increase in jitter and skew reduces the time left for the
injection-locked clocking (ILC), to combat deteriorating clock |ogic. To compensate and make the circuitry faster, the lgupp
skew and jitter, and hence reduce power consumption in high- \tage is raised, therefore increasing energy consumptio

performance microprocessors. In the new clocking scheme, Converselv. anv improvement in iitter and skew aenerates
injection-locked oscillators are used as local clock receérs. It Ys y 1mp ] 9

can achieve better power efficiency and jitter performance han  timing slack that can be used to allow the logic circuit to
conventional buffered trees with the additional benefit of wilt- operate more energy-efficiently.

in deskewing. Unlike other alternatives, ILC is fully compatible . . . .
with conventional clock distribution. In this paper, a quantitative As commercial microprocessors are rapidly becoming
study based on circuit and microarchitectural-level simubtions Mmulti-core systems, monolithic clock distribution will lsren

is conducted to verify the performance and power improvemets  |ess applicable. In the era of billion-transistor micropgesors,
using ILC. Alpha21264 is used as the baseline processor, andgy single chip is really a complex system with communicating

is scaled to 0.1am and 3GHz. Two ILC configurations are .
constructed: one of them replaces the top-level global cl&cX/H- components and should be treated as such. In communica

tree in Alpha21264: another is optimized for ILC operation. 10N systems, synchronizing clocks is also a rudimentary an
Simulations show 20ps and 23ps jitter reduction, 10.1% and crucial task. In this paper, we apply the concepiirgéction
17% power savings, respectively. A test chip is implementeth |ocking and the latest innovation in circuit implementation to
ILOs at the ends of a 3-section H-tree, generating 5GHz local

clocks. Measured jitter of generated clocks is lower than tht of Injection locking is the physical phenomenon where an
the input signal. Two local clocks can be differentially dekewed gscillator “locks on” to an external stimulus (a periodic
up to 80ps relative to each other. signal) and fundamentally synchronizes with the input when

the frequency of the input signal is close enough to the
oscillator's native frequency or its (sub)harmonics. Rece
circuit implementation ofinjection-locked oscillatorgILO)

LOCK distribution is a crucial aspect of modern multinot only demonstrated superb gain and noise rejection, but
CGHZ microprocessor design. Conventional distributioflso showed flexible frequency multiplication and division
schemes are more or less monolithic in that a single cloéRpabilities and phase adjustment capabilities. Usings|LO
source is fed through hierarchies of clock buffers to eve#f€ (global) clock distribution of a microprocessor can be
tually drive almost the entire chip. This raises a number #nproved substantially. For example, all logic macro blck
challenges. First, due to irregular logic, the load of theckl can be clocked by independent ILOs connected to a low-
network is non-uniform, and the increasing process andcgevSWing global clock input signal. Compared to the traditiona
variations in deep sub-micron semiconductor technologi@gProach where a local clock buffer is being “powered” by a
further adds to the spatial timing uncertainties known asicl full-swing clock signal directly driven from a central soer
skews Second, the load of the entire chip is substantial, aheOs enable much lower power expenditure on the global level
sending a high quality clock signal to every corner of thand eliminate multiple levels of clock buffers, which in ur
chip necessarily requires driving the clock distributiertwork  reduces clock jitter. Additionally, we can further redudeok
“hard”, usually in full swing of the power supply voItage.Skew time leveraging phase shift capabilities of the stdite-
Not only does this mean high power expenditure, but it aldfe-art design of ILOs.

requires a chain of clock buffers to deliver the ultimateviiy  Apart from the technical advantages, injection-lockedtkio
capability. These active elements are subject to powerlgupghg is also a non-intrusive technology. There is no need to
noise, and adds delay uncertainty — jitter — which also eatfiange the processor architecture or the design methogolog
into usable clock cycle. Jitter and skew combined represqft way (partially) asynchronous designs do. All in all, KO
about 18% of cycle time currently [24], and that results iBromise to bring significant advantages to current and éutur
indirect energy waste as well. For a fixed cycle time budgefigh-speed microprocessors and open up opportunities-to de
sign novel clocking schemes. Given the significant investme

This paper is the full-length technical report version of fournal paper in IPs and design tool chains in the synchronous regime and
submitted to IEEE Tran. VLSI with the same title.

I. INTRODUCTION
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the fact that high-end microprocessors routinely spend 40% IEfgf%.LO%';_GfL:’ LocalClock Tree

more on clock distribution, injection-locked clocking @l is 4 @ i BK |

a promising solution to meet the increasing challenge dflclo = Dr !

distribution. . e osd |
In this paper, we discuss a few possible scenarios of using  Ref Clock— Global Clock

injection locking for clock distribution. We also perform | 2 .
a detailed quantitative analysis comparing some options of ™
ILC designs with conventional approaches in terms of power
consumption. Due to the scarcity of detailed reports on pro- o} '
cessor clock distribution, especially its power consuomti

in the public domain, our study is constrained to a few IL
options that are suboptimal. Even using these limited agtio
simulation results suggest that power consumption of a-high

end processor reduces from 40.7W to 33.9W, a 17% reduction.
This clearly shows the potential of ILC. margin to the clock cycle, and hence degrades performance.

_ ) _ ~ Unlike skew, jitter is very difficult to compensate due to
The rest of the paper is organized as follows: Section §s random nature. In order to reduce jitter, the intercatine

analyzes the skew and jitter problem in conventional clogki \ires in the global clock distribution network need to be el
Section 1l discusses proposed clocking scheme based @fjeided from other noise sources, usually by sandwiching
injection-locking; Section IV presents a simulation-ohsase hem between vdd/ground wires and layers. Shielding in-
study, including the experimental setup and the quantatieyitably increases the parasitic capacitance of the ahapki
analysis; Section V discusses the test chip; Section VI digatwork, which means more and larger clock buffers, and
cusses related work; and finally, Section VII concludes.  hence larger power dissipation to drive them. In turn, hgvin
more buffer stages introduces another source of jitter, and
the situation deteriorates quickly with faster clock spekd

is evident that current skew and jitter reduction techngjue

Fig. 1 shows a typical conventional clock distributionalmost always result in higher power consumption. A better

scheme. The global clock is generated by an on-chip phaggqcking scheme with less jitter and skew directly traredat

locked loop (PLL) from an off-chip reference clock, usuaII)I/nto power savings for a given performance target.

a crystal oscillator at tens of MHz. The global clock is dis-

tributed using an H-tree, which consists of interconnesnsr n
mission lines and clock buffers, and then further distrolt

by local clock distribution networks. In order to minimizZeet A |njection-Locked Oscillators

global clock skew, the global clock-distribution networksh

to be balanced by meticulous design of the transmissioss line Injection locking [1], [21] is a special type of forced
and buffers. This practice puts a very demanding constaaint oscillation in nonlinear dynamic systems (also known as
the physical design of the chip. Even so, the ever-incrgasigynchronization). Suppose a signal of frequengys injected
process variations with each technology generation siilliits into an oscillator (Fig. 2-a), which has a self-oscillatidree-

in greater challenges in maintaining a small skew budgetnning) frequencyw,. Whenw; is quite different fromwy,
Another current practice is to use a grid instead of a trébeats” of the two frequencies are observed..Asapproaches
for clock distribution, as shown in the upper-left local dko wy, the beat frequency; — wp|) decreases. When; enters
region in Fig. 1. A grid has a lower resistance than a tremme neighborhood very close tgy, the beats suddenly
between two end nodes, and hence can reduce the skew. Atdisappear, and the oscillator starts to oscillatewat The
same time, a grid usually has much larger parasitic capamta frequency range in which injection locking happens is ahlle
(larger metal layers) than an equivalent tree, and theeefdhe locking range(Fig. 2-b). Injection locking also happens
takes more power to drive. Passive and active deskew methadgenw; is close to the harmonic or subharmonicwaf, i.e.,
[11], [20], [28], [33] have also been employed to compensatey, or %wo. The former case can be used for frequency
skewafter chip fabrication. Apparently this approach increasedivision, and the latter for frequency multiplication.

the chip complexity, manufacturing cost, and in the case of
active deskew, power consumption and jitter.

Region

i
1
1
Local Clock :
1
1
1

__________

gig. 1: Conventional global clock distribution, showing ldn
tree topology with interconnects and clock buffers [10].

Il. CHALLENGES IN CONVENTIONAL CLOCKING

. INJECTION-LOCKED CLOCKING

An injection-locked oscillator (ILO) can be considered as
a simple first-order PLL (Fig. 3-a), in which nonlinearity of
Jitter poses an even larger threat to microprocessor perftre oscillator core functions as a phase detector. For ebeamp
mance and power consumption. The global-clock PLL and a typical divide-by-2 ILO (Fig. 3-b) [27], the oscillator
clock-distribution network generate noise, and hence cooere (consisting ofM;, Ms and M,,;) also serves as a
tribute to global clock jitter. But the main culprit is usiyal single-balanced mixer for phase detection. Because of the
the noise coupled from other circuits, such as power supgimple structure, ILOs consume much less power than a full-
noise, substrate noise, and cross-talks. Short-term (ittecle- fledged PLL, and can operate at frequencies as high as tens of
to-cycle jitter) can only be accounted for by adding timingigahertz [36]. The fact that the built-in “phase detectan®e
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Fig. 4: Phase tuning characteristics for a divide-by-2 IO i
. . Fig. 3-b.n = I,,,;/Inias iS the injection ratiow is the free-
mixer-based explains why ILOs can operate at the harmorplj%ning gscillatig){w ?requenc;AwJ: W —wo IS t(;le frequency
and subharmonic frequencies of the input signal. shift, andQ is the LC tank qualit; factor

we use ILOs as local clock receivers, similar to the idea of
clock recovery in communication systems. Note that this is
different from resonant clocking [8], where all the osdities
are coupled together (see Section VI).

Resonator

bt

Oscillator Core

@)

Nonlinearity

In addition to acting as clock receivers, ILOs can be
constructed as frequency multipliers [19] or dividers [43B],
and hence this scheme enables local clock domains to have
i i L ) higher ¢ f) or lower clock speedf /m) than the global clock
Fig. 3: (a) A generic model of an injection-locked oscillato, ¢y ¢ 3 global-local clocking s/cheme with multiple-speed
(ILO). (.b) a d|V|de—l_:)y—2 ”‘.O bas_ed_ ona common d|ffer¢nt| ocal clocks offers significant improvements over convemdil
LC oscillator. The mput 3'9”6" 1S '”lec_ted into the os<_1rb|_a single-speed clocking scheme in terms of power consumption
core through the tail transistav/,,;;. This topology exhibits skew, and jtter.
good injection locking effeciency because of the built-in
single-balanced mixer structure. Global Clock [Los Local Clock

Distribution Distribution

LCDi

Once locked to the input signal, the output of ILOs will
maintain a determined phase relative to the input signal

(Fig. 4). The phase difference from the input signal to the Jrer = PLL i i : _
output is determined by the injection signal strength, the Interconnect | P
frequency shift from its free-running oscillation frequsnand \l“:’—M
the frequency characteristics of the oscillator resonafer

shown in Fig. 4, the phase shift is a monotonic function Fig. 5: Injection-locked clocking (ILC).

of the frequency shiftAw, and the function is quite linear

within the locking range except when close to the edges. By

tuning the free-running frequency of the oscillator, we cag@. Power Savings

tune the phase of the output signal [40]. This phase tuning

characteristics can be utilized to achieve deskew betweerinjection-locked clocking (ILC) can lead to significant

different clock domains with no need for other deskew ciisui POwer savings in high-performance microprocessors. Tine be
efits come from several sources.

First, using injection locking, it is straightforward to ais

B. Clocking Using ILOs a low-speed global clock combined with high-speed local
wﬂcks. This reduce the power consumption in the global

in Fig. 5. Similar to conventional clocking, the global dioc clock distribution network. In the conventional approatis

is generated by an on-chip PLL and distributed by a gIobWIOUI_OI _req_uire multiple power-hungry PLLs for frequency
tree. The difference is that we use injection-locked ostolls multiplication. An ILO consumes much less power than a

(ILOs) to regenerate local clocks, which are synchronized LL because of their circuit simplicity [36]. T_he benefit Wil
the global clock through injection locking. Another diféetce ecome more evident as future processors incorporate more
is that most global clock buffers in conventional clockirrg a and more cores.

removed because the sensitivity of ILOs are much greaterSecond, ILOs have higher sensitivity than clock buffers
than digital buffers (see detailed discussion below). Esady, (inverters). As a synchronized oscillator, an ILO effeetiv

Recently, we proposed a new clocking scheme as sho
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has very large voltage gain when the injection signal amg@ét conventional clocking, phase detectors can be placed ketwe
is small, while the gain of an inverter is much smaller (Fip. 6local clock domains to check skew, and then tune correspond-
This can be easily understood if we realize that synchrenizag ILOs. Removing dedicated deskew buffers not only saves
tion in an ILO is usually achieved in tens to hundreds clogkower, but also reduces their vulnerability to power supply
cycles, and hence in each clock cycle only a small amoumise. Note that ILC deskewing is different from the dis-
of injection locking force is needed. While an inverter needributed PLL approach [15], [26], where phase detectorehav
to change its state twice in every clock cycle. As a resuth be added between all adjacent clock domains for frequency
of this difference, the signal amplitude of the global clockynchronization, and then possibly for deskew. In injeetio
can be much smaller in the injection-locked clocking schemlecked clocking, frequency synchronization is achieved by
which results in less power loss on the parasitic capaaitanaojection locking, and the phase detection is used for deske
and resistance of the global-clock distribution networkisT only. In other words, injection-locked clocking with deske
will be increasingly attractive as the interconnect lossdmes tuning is a dual-loop feedback system, and therefore pesvid
a dominant factor as the process technology scales furtherboth good tuning speed and small phase error (residue skew).
Because of the excellent built-in deskew capability of IL_@®s

10 102 can be expected that an injection-locked clock tree has much

%; == Inverte P = | === Inverte more freedom in its physical design (layout).

2 —Io [ ~ 0} —ILO

g 0.5___/ :.3,101

El Re s 9 . E. Jitter Reduction and Suppression

50 _— . N i

3 "0 0.10 0.20 0.30 0 0.10 0.20 0.30 Injection-locked clocking can significantly reduce jittier

Input Amplitude (V) Input Amplitude (V) global clock distribution networks. First, reduced numiér

Fig. 6: Voltage gain of an inverter and an injection-locke@lobal clock buffers also means less pick-up of power supply
oscillator at different input signal levels. and substrate noise, and hence less jitter generation and ac

cumulation. Second, because of the design freedom in layout

Further, the number of clock buffers in the global clock!OCK interconnect can be placed where there is minimalenois
distribution can be reduced. In conventional clocking, idey  COUP!ing from adjacent circuits and interconnects. In tddj
to minimize jitter generated by clock buffers, the globalak similar to a PLL, an ”‘Q can suppress b.Oth its internal noise
signal needs to be driven from rail to rail throughout thH_“rO‘_Jgh high-pass filtering and_ Input noise through lowspas
whole network, and in turn many clock buffers are insertad. |f|Iter|ng, and hence can possibly lower jitter at its output.

injection-locked clocking, ILOs can achieve good jitterfpe Usn;lg a differential dstructure, an ”I_O cr:\jn bi less '”S?"B'“h
mance with small input signal amplitude (see Section IlI—ES0 the common-mode power supply and substrate noise than

Therefore, the global clock signal amplitude no longer see n inverter b_y design. Therefore, injection-locked clm@(ig
to be full swing, and few (or none at all) clock buffers ar kely to achieve better jitter performance than convemdio

needed on the global tree. Reduced number of clock bufféJQCk'ng'
directly translates into lower power consumption.

More importantly, because injection-locked clocking $sign F. Potential Applications

icantly lowers skew and jitter in the global clock, the tigin . .
margin originally allocated can be recovered, and used forWith the numerous technical advantages, ILC can be used

circuit operation. This can enable faster clock speed. @r, WP improve high-end microprocessors and the design process
can trade it for lower power supply voltage (Vdd), and sav@ many ways:

power dissipation from not only clock distribution network  First, ILC reduces jitter and skew compared to a conven-
but all the logic gates on the chip. In Section IV belowjonal clocking network. This reduces cycle time and theref
we demonstrate the power savings from all aspects usingfows a faster clock speed. As technology scaling improves
quantitative case study. transistor performance but does not reduce jitter and skew
(which actually increase), the improvement in clock spedd w
) . be more pronounced over time. Although further increasing
D. Skew Reduction and Deskew Capability whole-chip clock speed finds limited practical appeal in to-

Because the number of buffers is reduced in the new cloc%y’_s S_e“'f‘g' it may still be effecuve_ in certain spediali
ing scheme, skew due to mismatch of clock buffers is reduc&f9'"® inside a general-purpose architecture.
compared to conventional clocking. More importantly, ILC Second, using ILC, clock distribution for a multi-core
provides a built-in mechanism for deskew. From Section llkystem is a natural extension from a single-core system. A
A, the phase difference between the input and output signatinventional clocking scheme would require adding chyglle
of an ILO can be tuned by adjusting its center frequenciLLs. PLLs are bulky and particularly vulnerable to noisé an
This phase tuning capability enables ILOs to serve as built-hence usually placed at the very edge of a chip. In futureimult
“deskew buffers”, and conventional deskew architecturs ccore systems, it represents a significant challenge to place
be applied directly. For example, similar to active deskepin PLLs and route high-speed clock signal to the destination
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cores. In contrast, in ILC, a single medium-speed globatlclo While such a simple approach of using ILC as a drop-in
signal can be distributed throughout the chip and localsheareplacement already reduces energy consumption, it is not
core can multiply the frequency according to its need. fully exploiting the benefits of ILC. As discussed before,

Third, even in a single-core architecture, different ma(P_umerous “—tfl)s l((:anTtr)]e dklstnburt]edbarloqndd thi chip to C.IF)Ck
roblocks can run at different frequencies. This is refeteds ogic macro-blocks. Thanks to the built-in deskew capapili

the multiple clock domain (MCD) approach [17], [30]. Usind"'e can a;/qigfuTiing pc(;w?r-hléngry clock %nfffjs altogether. Hr?w
ILC, we can locally multiply (or divide) the frequency of theSVer. to faithiully model and compare different approaghes

single global clock. One significant advantage of using 1bC tve heed paramete_re.g_, capacf[ance _Ioad Of individual logic
enable multiple clock domains is that the local clocks ha\;gacroblocks) for circuit-level simulation which we couldtn

a well-defined relationship as they are all synchronized { d n th? literature. As a compromise, in t_he second ILC
the global clock. As a result, cross-domain communicati nfiguration, we remove the global clock grid and use a set

can still be handled by synchronous logic without relyin ILOs to directly feed one single level of grids. Note thaist

on asynchronous circuits. Note that although ILOs are not : snOtt dong ml tr:e A:ph‘z’l becallgse todn;]_eer;[ thz ske_\;v anéj Jitter
flexible as PLLs in frequency multiplication, they are suéitt arget, a single-level grid would need higher density, as we

for MCD processors as only a few frequency gears are neecfesdstronger and more numerous drivers that together consume
for practical use [41] ar more power than the two-level approach [2]. Using ILC,

however, the skew and jitter performance is much improved.

IV. CASE STUDY

In this paper, we quantitatively demonstrate some benefits e I T=" T T TS T
of ILO in a most straightforward setting, a single-core pro- & g @ @
cessor running at a single clock frequency. As high energy
consumption and the resulting heat dissipation issue be@m _’7 &
dominant engineering challenge in high-end microproassso e o—! Regrie _n _JRegFie
we focus on the energy benefit of using ILC in this case study. FP Add F—
Our experiments compare processors that only differ in the & — e

. . . . . . DTB DTB
global clock distribution, some using conventional clogki SORT o & &
and some using ILC. Due to the limited availability of detdlil wray ] ™ Data Cache
characterization of clocking network in the literature,rou
choice of the clocking network in ILC is limited and very BRe g SSHTECiGtors
closely resembles that of the baseline processor. Notdhtzsat e &

is far from the optimal ILC design for the given processor,
but is sufficient to demonstrate the significant benefit of ILC
nonetheless.

) ) ) Fig. 8: A possilbe layout floorplan for the ILC based global
Our baseline processor is Alpha21264, which has the Mol .k distribution in Alpha 21264.

details in public domain on its clock distribution netwoiX,

[3]. In this processor, an on-chip PLL drives an X-tree, whic

in turn drives a two-level clocking grid containing global

clockgrid and severamajor clockgrids. The major clock grids ~ With this configuration, the load of the clock network can
cover about 50% of the chip area and drive local clock chaibg derived based on results reported in [2], [3] and techmolo

in those portions. The remaining part of the chip is directlffles. Since the chip areas not covered by major clock grids is
clocked by the global clock grid. The densities of the twdirectly clocked from the global clock grid, this single &v
levels of grids are different. This configuration is illeied of grids consist of all the major clock grids and the portidn o
in Fig. 7-a. The three planes X, G, and M represent the thrgbal grid that directly feeds logic circuit (Fig. 7-c).rllly,
layers of clock distribution networks the X-tree, the glbbahanks to the deskew capability of ILOs, there is no need to
clock grid, and the local clock grid respectively. use a balanced global clock tree. In Figure 8, we show an
In the first configuration using ILC (Fig. 7-b), we only.example clock 'Free Fiesign. In this exe}mp_le, each macroblock
replace the very top level of the clock network. We removd the floorplan is driven by an ILO which is at the leaf of the
all buffers in the X-tree and replace the final level of bugrerdioPal clock tree.

(a total of 4) with ILOs. The rest of the hierarchy remains To evaluate the benefits of injection-locked clocking, we
unchanged. Note that in contrast to the Alpha implemematigperform both circuit- and architecture-level simulatiarsthe
we send low-swing signals on the global X-tree. This reducbsaseline processors with each clock distribution confitjoma
the energy consumption of the top level clock network. Fuin Fig. 7. In order to reflect the state of the art, we scale
thermore, as discussed before, clock jitter and skew wéglb althe global clock speed from 600MHz to 3GHz, and corre-
reduce. We convert this timing advantage into energy reéduict spondingly the process technology from Q.8%to 0.13:m.

by slightly reducing the supply voltage to capitalize on th&he validity of scaling is verified using Pentium 4 Northwood
timing slack. 3.0GHz processor as the reference.
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Fig. 7: lllustration of the three different configurationsglobal clock distribution. Each configuration is desiggthaccording
to its clocking network: XGM, IGM, and IN

9 stage 4 stage 4 stage

buffers buffers  buffers stage, and adjusting the capacitance of the remaining stage
accordingly
Slock i ;o e JOwee Since jitter is largely introduced by power supply and
Sittor 5 | | | substrate noise through clock buffers, a noise voltagecgour
Clock | Buffered | Global | Major | Clock with a Gaussian distribution is inserted to the power supply
Source | X-tree | Gridand | Gridand | Load . . . . . .
Buffer | | Buffers | Buffers | node, as shown in Fig. 9-b. Transient simulation is used to
@ ' ' calculate the voltage and current waveforms along the clock
distribution. Output clock waveform is analyzed statislig
Metor to get the distribution of the clock period. Jitter at the puit
vdd is then calculated based on this distribution. Jitter ist firs
Noisy (o] measured in the baseline conventional clocking configomati
53;",,".; »— T " ﬁl]]]]:, —’3:32': and the noise source amplitude is determined by matching
Sock T measured jitter with reported value in [20], 35ps. The same
with  Clock Distribution %'Pck,"ef_i“ noise voltage source is then used in the subsequent jitter-si
Jitter istribution

lation for the ILC configurations, and the results are coragar
to the baseline configuration. We believe this approach is
Fig. 9: Circuit-level simulation setup. (a) Clock distrtmn actually pessimistic considering the target jitter num{#&ps)
network modeling. (b) Jitter simulation. is among the” lowest in convgnhonal_clockmg reported_[24].
The source jitter from on-chip PLL is represented using a
built-in ADS model of clock with jitter, and the clock jitter

. . is chosen to be 5ps, which is consistent with jitter of orpchi
A. Circuit Simulation Setup IPLLs published pS, which | ! wiER It fehl

(b)

At the circuit level, we use a commercial circuit simulator,
Advanced Design Systems (ADS), to evaluate power consunip- Architectural Simulation Setup
tion and jitter performance of the clock distribution netko
with different configurations. The simulations are based
extracted models of the clock distribution networks, iithg
the buffer size, interconnect capacitance, and local cloak

o For architectural simulations, we use a modified version of
§l|mpIeScaIar [6] toolset simulating the Alpha ISA, modglin

a chip with one core. The simulator models register files,
capacitance. Then the distribution network model is agile ROB, ISSU€ queues, and Ioad-stpre queues _separa_ltely. Both
the circuit simulation with ILOs and clock buffers constieat dynamic and leakage powerwere investigated in detail. We us
using SPICE models of transistors. The circuit model for th\éli[\t/(;zt[ii]n?lrctIZEkdt};Q:Tr:ijgtrla:}‘lr%lgi/)vri?\%ot?zné,()igguTa?[g)efl the

baseline chip (Fig. 7-a) is shown in Fig. 9-a. Capacitan Leak s t ture-d dent and ted
values for global and major grids are calculated based on 4 ceakage power IS temperature-dependent and compute
ased on predictive SPICE circuit simulations fad3um

reported chip dimension, grid structure and grid densitey technology Using BSIM3 [5]. We base device parameters

are then scaled to 0.8 technology. Clock load is calculated )
fin gy Elgh asVy,, on the 2001 International Technology Roadmap

based on its reported power consumption, and also scale |
0.13um technology because it represents the logic transf%’—r Semiconductors and IBM 0.1#n CMOS technology

tors. All buffer sizes are derived from their reported powerle' Temperature (for leakage calculations) is modeledhwit

: ’ - : HotSpot [31] using the floorplan of our modeled single-core
consumption. The model for the IGM configuration (Fig. 7 rocessor, adapted from the floorplan of Alpha 21364 .

b) is different from Fig. 9-a only in the first stage, wherd
the buffered X-tree is replaced by a passive X-tree driving Table | lists all the parameters for processor (based on
four ILOs. Similarly the circuit model for IM’ configuration Alpha 21264) along with process specifications. The quan-
(Fig. 7-c) is modified from IGM, by removing the global gridtitative analysis use highly-optimized Alpha binaries 8f26
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Processor core

Issue/Decode/Commit width
Issue queue size
Functional units

Branch predictor

- Gshare

- Bimodal/Meta table/BTB
Branch misprediction penalty
ROB/Register(INT,FP)
LSQ

47474

16 INT, 16 FP

INT 4+1 mul/div, FP 1+2 mul/div
Bimodal and Gshare combined
1K entries, 10 bit history
4K/4K/1K (2 way) entries

7+ cycles

64/(80,72)

32, 2 search ports, 1-cycle port
occupancy, 2-cycle latency

Memo

ry hierarchy

L1 instruction cache
L1 data cache
L2 unified cache

64KB, 2-way, 32B line, 2 cycles
64KB, 2-way, 32B line, 2 cycles
2MB, 4-way, 32B line 15 cycles

average of 40.7W. The power can be divided into three
categories: global clock distribution power, leakage, #mel
dynamic power of the rest of the circuit. The breakdown of
the power is visually shown in Fig. 10. The global clock is
unconditional and consumes 9.17W or about 23%.

b) ILC configurations:Now we analyze the power sav-
ings of ILC. For IGM (Fig. 7-b), power savings come from
two factors. First, the power consumed in the top-level eetr
is reduced from 1.72 to 1.56 Watt because the reduction of
the total levels of buffers used and the lowered voltage gwin

on the X-tree. Second, as explained above, jitter and skew al

Memory access latenc 250 cycles . . . Lo

2 pfocess specifi)éations improved when using ILC: a 20ps reduction in jitter and 10ps
Feature Size / Frequency | 0.13um J 3GHz in skew are achieved in this configuration. These total gp/in
Vaa I Vi 1.5V /0.43v of 30ps increases the available cycle time for logic from®73

to 303ps. This, in turn, allows a reduction in Vdd without
affecting the clock speed. We use the following voltageagel
equation from [29] to calculate the new Vdd, which is 1.415V.

applications from the SPEC CPU2000 benchmark suite. 100 C 2V, 3V — 4V,
million instructions are simulated after fast-forwardinge = K (W/L)(Vag — V3) | Vaa — V, +1n Vaa
billion instructions.

TABLE I: System configuration.

The power reduction for the tested applications ranges from
3W to 5.2W with an average of 4.1W or 10.1%. The reduction
is mainly due to the lowering of supply voltage. Considering

In the circuit simulation, the PLL source jitter is set to 5psthe minimal change and the conservativeness in the entire

and the value of the added power supply noise source is Choggﬁluatlon process, the result is very encouraging.

so that the output clock jitter for the baseline processay.(F~ Though using ILC as a drop-in replacement of the top-level
a) is 35ps [20]. Apparently, there is 30ps jitter added aldreg clock distribution tree already shows notable power sasing
clock distribution, which comes from the power supply noisas explained before, it is not fully exploiting the potehti
coupled through the buffers. For the clock speed of 3GHz, tilee new clocking paradigm. The second ILC configuration,
overall jitter in the baseline processor therefore coroesis IM’ (Fig. 7-c), further reduces clock distribution power by
to 10.5% of the clock cycle. In the case of ILC with IGMreducing the size of the grid. For 'Mthe global clock power
configuration (Fig. 7-b), under the same power supply noise reduced to 5.9W (from 9.17W in the baseline XGM) and
and source jitter, the output clock jitter is lowered to 15pshe combined jitter and skew reduction is 33ps, which allows
i.e, 57% reduction. This translates into recovering 6% of as to scale Vdd to 1.41v. The overall effect is an average of
clock cycle at 3GHz, a significant performance improvemeri,8W (17%) total power reduction. Compared to IGM,’IM
As described in Section llI-E, the jitter reduction can b#&urther reduces power by 2.7W or 7%.

attributed to the reduced number of clock buffers and good

noise rejection of ILOs. When ILOs are used to directly 50 [ B eakage Power I Circuit Power [ Clock Power
drive the local clock grids without the global grid as inIM 40

configuration (Fig. 7-c), thanks to the further reductiorthie 30

buffer stages, jitter is lowered to 12ps, or 66% lower than = 20

the baseline. Therefore, it clearly demonstrates that I1B@ ¢ 10

achieve better jitter performance than conventional dlogk 0 G XGM oM m

In the current study, it is assumed that builtin deskewiy 10: Breakdown of processor power consumption with
capability of ILOs can reduce the skew to below 15ps, or 10R%ferent clock distribution methods.

savings in timing margin compared to the baseline processor
(without any deskew). This estimate is consistent with the The results of using different clocking structures are samm
results using existing deskew schemes [24], and hence QLHE

reasonable. In fact, we believe ILC should lead to even low ed in Fig. 10. In this comparison, all configurations e

. : ) . ffle same cycle time. The density of the grids and the driving
skew as dls_cussed in Section 11I-D, which can be Squortggi)abilities are determined using circuit simulation. Wease
by a test chip measurement shown below.

the design point where energy is minimized. For referenee, w
also show the result of replacing the two levels of grids by
a single grid in the conventional configuration. Note thas th
grid is different from the Mgrid as it needs higher density and
a) Baseline processorThe power consumption of thelarger buffers to achieve the same overall cycle time taiyet
baseline processor ranges from 30.4W to 50.4W with atesignate this grid Gand the configuration XGWe use the

C. Analysis of Jitter and Skew

Power (Watts)

D. Chip-Wide Power Impact of ILC
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same methodology to compute its jitter performance, clogki GND|  |signal] [GND|MS3
load, and power consumption. \ 1 M3
From the results, it is clear that ILC significantly improves Substrate

power consumption. It is also clear that using a singletleve
grid per se is not the source of energy savings fof:ll¥ing

a single grid in the conventional design leads to a significan
7.9W of extra power consumption.

Overall, we see that ILC can be introduced to a processor
in various levels of ease. With minimum design intrusion,
when only the very top level of the clock tree is modified to
use injection locking, energy reduction is already sigaific
(10%), thanks to the lowered jitter and skew. When we further
optimize the clocking grid, the power savings become mopgg. 12: Chip micrograph of the test chip. The whole chip
pronounced (17%). All these are achieved without affectingze is 1.5mmx 1.3mm, and each ILO occupies 0.25mm
performance or the design methodology of the processor. 9.22mm. The H-tree sections measure &®) 28Q:m, and

290um, respectively, from root to leaves.

V. TESTCHIP

The H-tree is constructed using coplanar-waveguide (CPW)
transmission lines. Bottom shield is used to reduce sulsstra
A test chip was designed and fabricated to verify the jittefoupling in a real microprocessor environment. This lintfiis
reduction and deskew capability of ILC [39]. As shown ifmaximum characteristic impedance of the transmissionttine
the schematic of the test chip (Fig. 11-a), a 3-section le just over 4@ in this technology. So the transmission lines
tree mimics the global clock distribution network in reafrom the H-tree leaves to the root are designed to 1@, 20X
microprocessors, and the leaves of the H-tree are four @livicand 1@, respectively, in order to achieve impedance matching
by-2 ILOs, which divide the input 10GHz clock signal intoat all junctions. Width of signal and ground lines, spacing
5GHz local clocks. The root of the H-tree is directly coneekt petween them, and choice of metal layers are also optimized
to a ground-signal-ground (GSG) pad to facilitate testingr minimizing the clock propagation loss. The tree dimensi
(Fig. 12). The differential outputs of ILOs then drive foulis about 80@m x 600um.
open-drain differential amplifiers, which are directly catted
to output RF pads for measurements. The differential divide
by-2 ILO [27] used in the test chip is shown in (Fig. 11B. Measurement Results
b). This is essentially a differential LC oscillator, withet

A. Test Chip Implementation

input signal injected into the gate of the tail transistore W T
chose this ILO circuit for the test chip because of its well- 0} e ]
understood operation and good performance. The inductors 2 EE ]
are implemented as on-chip spiral inductors, which are made o /ég ]
on metal 5 with a quality factor about 4 at 5GHz. Such low Eu 405 8 %5
Q is not a problem for ILO operation and actually helps £

increase the locking range. If better metal is available, th '%m

power efficiency can be further improved. NMOS transistors
biased in the inversion region are used as varactors to hee t
ILO center frequency, which in turn changes the phase of the

4
S

&
8

-80

local clocks for deskewing purposes.

Vdd
ILO Lo £
= T B4,
¢ i Port 1 °ICJ'1-|'-CIL2'° »
pen L4
'njecti Drain ‘—kout
n/;c 100l Buffer M’D@ Open
o drain
Test Clock from buffer
est  the Ht
Lo Lo C,

\ . | | , \ \ , ,
0 2 4 6 8 10 12 14 16 18 20
Frequency (GHz)

Fig. 13: Spectrum of the generated local clock signal from
ILO1, identical to that from other ILOs on-chip.

The test chip is measured using an RF probe station. The
input is a sinusoidal signal from a continuous-wave (CW)
signal generator. The power supply voltage is 1.4V. Thetspec
of the local clock signals generated by the four ILOs are aimo
identical, and one of them is shown in Fig. 13.

The locking range of ILOs on the test chip is found to be
identical, and that of ILO1 is shown in Fig. 14. The injection

Fig. 11: Schematic of (a) the test chip and (b) a divide-byggnal amplitude is calculated from the measured incident

ILO used.

power and reflection coefficient (S11) at the root of the Htre
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" ? signal. Considering the frequency division, this resudtacly
D = demonstrates that ILOs can serve as a PLL and clean up the
<105 BN lis 5 clock signal.
(f), o \g: The deskew capability is measured in the test chip by tuning
10 Upper Bound | | § the control voltagel; of two ILOs. The result is shown in
g kiRl g Fig. 17. The whole deskew curve shows that a wide skew
3 < range of up to 80ps can be compensated by the built-in deskew
LL 95 o9 capability. Because of the continuous deskew charadtavist
of ILC, the deskew resolution of ILC depends on the skew
o measurement and control circuit. Under current skew mea-

9

0 01 02 03 04 05 06 07 08

Lo . surement and control circuit the skew can be controlled at 7p
Injection amplitude (V)

or less [32]. Thus, the assumption of 15ps skew in an ILC
Fig. 14: Locking range of ILO1, identical to other ILOs. system is valid.

40
It can be seen that when the input signal has rail-to-raihgwi Deskew Range=79ps
(1.4V), the locking range is about 17%, which is sufficient 20
for both accommodating process/temperature variation and g\
deskew tuning (see below). ‘;’ 0 foremmrrmeeenee <-- Zero Skew Point
9
-80 T X
—Reference clock w -20
-85 —Local Clock 1
%0 —Local Gock
o5 —Local Clock4 || -40

-1-08 04 0 04 0.81
Vdiff (V)
Fig. 17: Deskew capability of ILC in the test chip when tuning
ILO1 and ILO2 differentially ¥4ir¢=Vi1-Vi2). The skew is
measured between the two output clock signals of ILO1 and
ILO2. Note that there is some imbalance between ILO1 and
ILO2 caused by mismatch in the clock distribution tree and

i , measurement system.
Fig. 15: Phase noise of reference clock and 4 output clocks at

different positions on chip. The test chip consumes a total power of 52.8mW, where
45.3mW comes from the 1.8V-supplied open-drain buffers.
The ILOs core circuitry working under 1.4V Vdd only con-

7 sumes 7.3mW when biased low and injection signal is 6dBm.
The bias circuitry consumes 0.2mW.

10
Offset frequency (Hz)

V1. RELATED WORK

There have been intensive research efforts in recent years t
address the challenges in high-speed clocking from diftere
disciplines, including clockless design (asynchronotmsuits),
optical interconnect, and resonant clocking, to name a few.
B Each of these alternative solutions has its own technadbgic
~18 -16 -14 -12 -10 -8 -6 -4 -2 0 2 4 .

Injection pover (dBm) issues to be addressed.

RMS jitter (ps)
R

=
©

=
o)

177

Optical interconnect potentially offers smaller delaysdan
lower power consumption than electrical ones, and is promis

ng for the global clock distribution network [13], [18],

Phase noise of both the input and output clock signals 5tg4 H " sl t chall i it sili
shown in Fig. 15. The 6dB reduction (up to about 500kH 1. However, there are still great challenges in its sili-

offset) because of the divide-by-2 operation is evidenticivh con implementation, particularly for on-chip electricgitical

shows that the internal ILO noise is suppressed by injecti odulators [7]. Wirelgss clock distr@butiop proposed ir2]2
locking. Fig. 16 shows the long-term RMS jitter of both th 4] suffers substantial overhead in chip area and power

input and output signals measured using a self-referencgy'sumption due to on-chip clock transceivers.
jitter measurement method with a sampling oscilloscopé.[16 Among the proposed electrical solutions, a family of syn-
The output timing jitter is even less than that of the inputhronized clocking techniques, such as distributed PLI, [1

Fig. 16: Jitter characteristics.
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[26], synchronous distributed oscillators [23], [34], aot VII. CONCLUSIONS

clocking [35], coupled standing-wave oscillators [25],dan i o ) o
resonant clocking [9] have recently been proposed to imgproy 1anks to the high sensitivity, good noise rejection, and
the performance of global clock distribution. In [8], [9],bU|It—|n deskewing capability of injection-locked osailbrs,

on-chip inductors are added to all the local nodes of i€ Proposed injection-locked clocking can significantly- i

global clock distribution tree, and hence turn it into a #ing Prove skew and jitter performance of a multi-GHz clock
large resonator. As we discussed in Section I11-A, resosang@iStribution network. Reduced number of clock buffers, and

improves power efficiency. Therefore, this technique resuc'€covered timing margin from skew and jitter lead to substan
dc power dissipation and lowers jitter in the global clocii@l power savings for the whole processor. Initial resirgn

distribution network. It is a good step in the right directio circuit and architectural simulations confirmed our anislys
However, it does not provide deskew capabilities like itijge. More detailed modeling and characterization is under way,
locked clocking. The more stringent layout constraints tue Particularly in skew simulation. A chip prototype has alseh

on-chip inductors could even aggravate the problem of skelffCently demonstrated [39]. We expect the benefits of this ne
clocking scheme will be even greater when it is applied to

In [15], [26], an array of PLLs is constructed using &gh-performance multi-core microprocessors and othgh hi
voltage-controlled oscillator (VCO) and loop filter at eadberformance system-on-a-chip (SoC) systems.
node, and a phase detector between adjacent nodes. Each PLL

generates the local clock in the particular clock domainictvh
is synchronized with others through the aforementionedgha
detectors at the clock domain boundaries. Global clock as inThe authors wish to thank P. Holloway, B. Chatterjee, J. Yu,

conventional clocking is removed in this scheme, and henge Shah, and V. Abellera of National Semiconductor for their
it promises lower jitter. The drawbacks are that a) the dlobgupport in chip fabrication. The work is also supported irt pa
skew is still a problem since deskewing only happens logallyy Department of Energy, and National Science Foundation,
and b) the sensitive analog circuits in a PLL (phase detectothrough grants 0509270 and 0719790.

loop filters, ring oscillators) are vulnerable to noise ireth
hostile environment of digital circuits.
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