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Abstract

As device feature size continues to scale down to the
nanometer regime, the decreasing critical charge fundamen-
tally reduces noise margins of devices and in turn increases
the susceptibility of the ICs to external noise sources such
as particle strikes. While protection techniques for memory
such as ECC are mature and effective, protections for logic er-
rors remain imperfect. Full-blown redundancy solutions for
microprocessors such as mirrored cores and triple-modular
redundancy incur significant overhead and are clearly limited
to the niche market of mission-critical servers. The funda-
mental inefficiency of such redundancy lies in the repetition
of all operations to detect the discrepancy caused by events
much rarer than cycle-to-cycle activities. Clearly, for the vast
majority of general-purpose systems, a detection mechanism
that has low standby energy consumption is called for. In this
paper, we propose a circuit-level solution to detect errorsby
monitoring the supply rail disturbance caused by a particle
strike. Combined with checkpointing and rollback support,
such a circuit can provide a high level of protection against
particle-strike induced soft errors. At 17%, the power over-
head of the design is reasonable and much lower than prior
art. The design is also tolerant to process, voltage, and tem-
perature (PVT) variations.

1 Introduction
Cosmic and environmental particles (directly or indirectly)
ionize silicon, generating charges that can accumulate,
change device state, and cause errors known as single event
upsets (SEU) or soft errors [1]. Evidence of particle-induced
errors in integrated circuits dates back several decades [2].
However, it is technology advancement with the resulting
massive integration and feature size and supply voltage re-
duction that has made the issue of particle-induced errors a
concern in the general-purpose domain. Highly publicized
incidents underscore the genuineness of the issue and the im-
portance of effective and reliable countermeasures [3].

SEU can occur in memory as well as combinational or
sequential logic elements. In today’s circuit, combinational
logic is much less susceptible to soft errors than memory el-
ements as they offer a structural resistance in the form of
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electrical, logical, and latching-window masking [4]. For-
tunately, memory elements can be effectively and efficiently
protected via information redundancy. Modern systems rou-
tinely employ error correcting codes (ECC) to protect their
memory elements [5]. At a modest cost in performance and
area overhead, ECC protects memory against a large major-
ity of memory soft errors. However, studies have projected
that as technology continues to scale, soft error rate (SER)of
combinational logic will continue to rise and become com-
parable to, and eventually more severe than, that of memo-
ries [4, 6]. Clearly, error detection and correction in combi-
national logic will become increasingly crucial in providing
high overall system integrity.

Unfortunately, dealing with errors in logic elements proves
much less convenient. While error coding can be applied
to protect arithmetic operations [7, 8] , ALUs occupy only
a small percentage of the transistor budget in modern mi-
croprocessors, whose logic is heavily devoted to execution
control and orchestration. To date, the most practical ap-
proach to protecting general logic against soft errors remains
brute-force replication. This can be done at the transistor
level [9,10] or at the architecture level [11]. Both are lessthan
ideal solutions: transistor-level solutions have a numberof
fundamental limitations [12]; duplicating an entire core [11]
(or worse, triplicating [13]) is obviously a very expensive
proposition that would most probably remain a niche-market
solution for mission-critical systems. Ironically, such heavy-
handed redundancy is only necessary for errordetection – in
contrast, in the case of memory, soft error detection is almost
trivial. Once an error is detected, we can easily roll back
the system to an early checkpoint, and retry the computation.
Checkpointing and rollback are among the earliest and the
most studied topics in fault tolerance [14–16].

To tackle the issue of efficient soft error detection in logic,
in this paper, we propose a novel hierarchical soft error de-
tection circuitry which monitors the ground voltage to detect
the pulses as a result of particle strike-induced switching. To
avoid the impact of natural noises on the ground line, we de-
couple the ground terminal of a functional block from the
ground bus and monitor this ground terminal of the functional
block for errors. This approach increases detection sensitivity
and also gives the designer the flexibility to choose vulnerable
areas of the chip to monitor. Compared to schemes that mon-
itor the bulk current [17], our design does not require addi-
tional routing nor a substantial area and power overhead. Our
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design has a low overhead of about 17-18% in area and power
consumption and can also be used to monitor memory arrays,
simplifying or improving the overall protection mechanism.
The proposed scheme is also tolerant to PVT variations.

The rest of the paper is organized as follows: Section 2 de-
scribes the basic working principle. The design is explained
in detail in Section 3. Simulation results are provided in Sec-
tion 4. Reliability analysis is presented in Section 5. Section
6 compares the proposed scheme with other soft error detec-
tion schemes. Finally, Section 7 concludes.

2 Basic Principle of Current Monitoring
A charged particle striking a sensitive node in a CMOS cir-
cuit can be modeled as current flowing between the reverse
biased p-n junction of the NMOS transistor [17]. Fig. 1 shows
a particle striking the NMOS transistor of the inverter and the
current sourceIp acts as the supplicant of the current gener-
ated by the particle strike. At the instance of the strike, the
‘OFF’ NMOS transistor is turned ‘ON’ for the short duration
of the transient pulse, creating a temporary path fromVdd to
ground. Therefore the ground current at the time of the par-
ticle strike, consists ofId and the node currentIc since the
output capacitance discharges through the NMOS to change
the state of the output from logic 1 to 0. Similarly, a parti-
cle striking the PMOS, turns it ‘ON’ for the duration of the
particle strike, creating a short circuit path betweenVdd and
ground. In this case, the drain currentId is used to charge the
output capacitance to change the output of the circuit from
logic 0 to 1. Therefore, it is observed that whenever a particle
strike occurs, there is a conduction path created betweenVdd

and ground giving rise to short circuit current. Note that a
particle strike is not the only cause for short circuit current.
When a change in inputs results in a change in the output of
a functional block, at that instant there exists a conducting
path betweenVdd to ground, leading to short circuit current.
However, the short circuit current caused by a particle strike
tends to be greater than that caused by the changing inputs
mainly due to two reasons. First, the striking particles gen-
erate more charge carriers in the device due to the ionization
process which causes more current to flow through the de-
vice. Second, the switching speed of the CMOS devices is
very high, causing less amount of switching current. There-
fore, detecting the current spike caused by the is a viable ap-
proach to detecting particle-strike-induced soft errors.

Figure 1. Modeling a particle strike on an inverter [17].

Figure 2. Proposed hierarchical error detection scheme.

Finally, we note that like any other protection mechanism,
this is not a fail-safe guarantee to detect all errors. We seethis
as a relatively inexpensive mechanism to increase general-
purpose systems’ tolerance to SEUs. As we will see later,
this design can be tuned to balance detection sensitivity and
performance consequences.

3 Hierarchical SEU Detection Circuit
In combinational logic, a large number of gates switch con-
currently, creating a huge transient current. Hence, a detec-
tion circuit which is connected to the supply rails of a block
of combinational logic results in a high voltage drop. Fur-
ther, noise in the power supply rails make soft error hard to
detect [18]. To overcome this problem, we propose a hier-
archical structure. Instead of monitoring the supply railsof
a whole block of gates, we monitor supply voltage at each
smaller functional block, as shown in Fig. 2.

The detection circuitry has two levels of voltage compara-
tors. The first level compares the ground voltages of the func-
tional blocks, while the second comparator amplifies the er-
ror signal. This approach has the following advantages: (a)
The transient voltage produced at the supply rail due to si-
multaneous switching action of gates is reduced to a very low
value since we are monitoring individual functional blocks.
Hence, any distortion in the supply voltage due to an SEU
can be detected. (b) The circuit designer has greater flexibil-
ity in choosing the functional blocks to be monitored for soft
errors. This is useful since not all the errors will affect the
architectural state. (c) The hierarchical approach allowsthe
designer greater control over the sensitivity of the detection
circuit.

3.1 Error Detection in Combinational Logic

In our design, only the ground voltage is monitored to detect
error. For that purpose, a single NMOS is connected between
the ground bus line and ground terminal of the functional
block. The addition of this transistor helps to separate the
ground bus from the functional block ground terminal, thus
creating a ‘virtual ground’ (GND’) at the ground terminal of
the functional block. The voltage fluctuations at this GND’,
which reflects the switching voltage generated by the func-
tional block, can be monitored to detect an error. The GND’
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Figure 3. Comparator circuit used to detect particle strike in
ex-or gates.

terminals of the individual functional blocks are suppliedas
inputs to the voltage comparator. This voltage will have tran-
sient switching noise as well as the spikes generated due to an
SEU. The comparator rejects switching noises and amplifies
spikes generated by SEU. To achieve this objective with high
success rate, the threshold voltage has to be set just above
the switching noise level, but below the level of the minimum
SEU-induced spikes that we want to detect. As a result, the
number of inputs that can be fed into the first-level compara-
tor depends on the switching activity of the functional block.

Whenever the voltage of any input GND’ terminal rises
above the set threshold, the comparator gives a positive out-
put as the input to the second-level comparator. This com-
parator serves two purposes. First, it amplifies the weak error
signal of the first-level comparator to give a full swing output
which denotes an error being generated in the system. Sec-
ond, all the outputs from the first level comparators can be
simultaneously compared to detect an error so that the whole
combinational logic block can be monitored. Therefore, a hi-
erarchical approach can be used to detect soft error in any
combinational logic irrespective of its size or functionality.

3.1.1 Detection Scheme

Fig. 3 shows the detection circuit used to detect soft error
in two ex-or gates. The detection circuit consists of a com-
parator which compares the GND’ signals with a reference
voltage. The main component of the comparator is the sin-
gle ended differential amplifier formed by transistors M1-M4.
M5-M8 form the voltage reference which is connected to the
inverting terminal of the differential amplifier while transis-
tors M9-M11 form the current mirror. The differential am-
plifier used in this scheme is modified so that it can com-
pare multiple inputs simultaneously with a single reference
voltage applied to its inverting terminal. This way, we can
compare GND’ from multiple functional blocks at the same
time. The simulation waveforms are shown in Fig. 4. Specifi-
cally, Fig. 4(a) and Fig. 4(b) show the inputs to the ex-or gate.
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Figure 4. Simulation waveforms of particle strike on an ex-or
gate.

Fig. 4(c) shows the output of the ex-or gate with a 0-1 and 1-0
soft errors at 21ns and 33ns respectively when injected witha
particle strike. These errors are subsequently detected bythe
detection circuit. Fig. 4(e) shows the buffered output of the
comparator circuit. Since we are adding an NMOS transistor
in series with the pull-down network (PDN), there will be an
effect on the speed, area, and power of the circuit.

Figure 5. Partitioning the combinational logic without changing
the layout.
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Figure 6. Layout of 4x4 pipelined multiplier with detection
scheme.

Performance, Area and Power Adding a minimum NMOS
transistor between the GND’ and the gnd terminal increases
the resistance of the pull down path of the gate. Hence the
VHL of the gate will increase. We can retain the original
performance of the circuit by sizing the PDN appropriately
to compensate for the extra NMOS or increase the size
of the NMOS itself. However increasing the size of the
NMOS affects the voltage signature at GND’ making it
hard to analyze. Thus we can adjust both NMOS and
PDN sizing to get optimum performance with minimum
area overhead without affecting the GND’ signal. Our
simulations show that adding a minimum sized NMOS in
series with the original gate degrades the performance by
57% while having 5% area and 7% power overhead per gate
respectively. If we size both NMOS and PDN we can get
the original performance (<1% degradation) at the cost of
10% area overhead per gate respectively. Also, increasing
the size of the transistors mean more current will flow in
the PDN and hence we can get a better signature at the
GND’ which will make the detection process easier. Lastly,
according to [19], appropriate sizing also helps in reduc-
ing the soft error susceptibility of a gate/combinational block.

Routing Since we are monitoring small functional blocks at
a time, it is necessary to consider the effect of partitioning the
circuit. Partitioning the circuit into logical blocks doesnot
mean that we have to physically partition the transistors. It
just means that the ground line is partitioned into equivalent
GND’ lines as shown in Fig. 5. The length of the GND’
line can be fixed or varied depending on the physical layout
of transistors. If that block is not to be connected to the
detection circuit, that GND’ line can be just shorted to ground
bus. Also, routing of the GND’ lines is kept to a minimum
by placing the detection circuit between the flip-flops and
their drivers so that their respective GND’ signals are not

routed over long distances as shown in Fig. 6. We need not
modify the original functional block that is to be connected
to the detection mechanism as NMOS connecting GND’ and
ground terminal is placed with the detection circuit. This
makes the design flexible since any functional block can be
easily connected to the detection mechanism.

Threshold Voltage The main design parameter to tune is the
threshold voltage of the comparators. When setting the
threshold, we need to balance the risk of false positives (de-
tecting switching transients as particle strikes) and false nega-
tives (missing particle strikes). In general, false negatives can
be reduced by lowering the threshold used for comparison at
the first-level comparators. All else being equal, this in theory
will increase the possibility of false positives. However,in to-
day’s high-speed microprocessors, the transient pulse widths
are typically much smaller than that due to SEU. Therefore,
in practice, the increase in false positives is small. Note that a
false positive only causes overhead by forcing the processor
to roll back and restart from a previous checkpoint. Finally,
using smaller functional block will have reduced probability
of peak transient pulses. The value of the threshold voltage
depends on the current passing through the gate. The thresh-
old voltage of the detection circuit can be set by changing the
size of M8 transistor as shown in Fig. 3. The size of this tran-
sistor depends on the relative size of the PMOS and NMOS
used in the functional block/gate. Thus a larger gate (larger
PMOS,NMOS) will have a higher threshold voltage which
can be set appropriately by choosing (lowering) the size of
the M8 transistor.

3.2 Memory Array

Memory elements in ICs are generally well protected using
ECC. However, ECC detects and corrects data during each
memory cycle which adds to the access time of the memory.
Instead, circuit level techniques used to detect errors in mem-
ory can detect an error immediately after a bit flip and can be
corrected asynchronously without waiting for the read cycle.
Hence it is a possible alternative or complement for coding-
based error detection and correction mechanism. This is es-
pecially attractive for memory arrays on timing critical path
as error-checking is no longer part of the access time. The
asynchronous correction of memory elements can be done by
using circuit level techniques and ECC as proposed in [20]
or using circuit level techniques only. When working in con-
junction with ECC, comparator-based circuit provides almost
instantaneous detection of an SEU and identifies the mem-
ory blocks being affected. ECC can be then used to correct
the content. Without this immediate detection, conventional
system relies on scrubbing – periodical scanning of the entire
memory region to detect and correct latent errors and prevent
them from accumulating into more severe forms (e.g., multi-
bit errors) that can not be corrected.

In addition to providing the asynchronous detection capa-
bility, our design also fills in the gap of protecting the com-
binational logic in the support elements such as decoders
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Figure 7. Detection scheme for a memory array.

that ECC-type mechanisms can not provide. Furthermore,
it makes multi-bit error correction easier to implement as
the circuit can easily monitor spikes for rows as well as for
columns (Fig. 7) at the same time.

In contrast to Built-in Current Sensors (BICS) proposed in
[18,21,22] for detecting SEU in memory arrays, which mon-
itors both theVdd and ground current, our proposed scheme
detects SEUs by monitoring the ground voltage only. Hence,
instead of monitoring theVdd and ground bus of one memory
column, we use the hierarchical structure to detect SEUs in
memory. The structure used for detecting SEUs in memory
is the same as described previously for combinational logic.
Memory supply rails show disturbance for read/write signals
and a particle strike. The hierarchical scheme has to differ-
entiate between the read/write signals and the particle strike
to detect an error. Conveniently, in one column of a memory
array, only one cell can be read or written to at any given in-
stance of time. Thus level-one comparator compares GND’
inputs from the same memory column simultaneously with
the threshold voltage. Hence, each column in the memory ar-
ray needs one comparator to detect an error in that column.
Level-two comparator compares all the level-one comparator
outputs to give the final error signal. Fig. 7 shows the hierar-
chical detection scheme applied to a memory array. A mem-
ory cell in each column stores one bit of a word, then an error
generated in any cell can be detected by the column/level-one
comparator.

4 Simulations and Results
The comparators, combinational logic, and memory arrays
were designed in TSMC 0.18µm process technology. The
power supply voltage used for this technology was 1.8V and

the spice model is from Spectre.

We model a particle strike by injecting a current pulse at
the sensitive node. The shape of the current pulse injected
in the circuit is made identical to the actual current pulse ob-
served during a particle strike [17]. Thus the current pulse
has exponential nature, with its magnitude and pulse width
as the main parameters which can be changed to induce a bit
flip. At the circuit level, the particle strike created charge de-
position can be modeled as doubly exponential current pulse
at the particle strike site.

I(t) = I0[e
(−t/t f ) − e(−t/tr)] (1)

whereI(t) is the transient current pulse,I0 is the maximum
charge collection current (current peak),tr is the rise time
andt f is the fall (decay) time of current pulse corresponding
to time constant for initially establishing the ion track and
collection time constant of the junction, respectively [17]. An
error is said to occur in the circuit if the output changes its
current state byVdd/2 or more.

We applied the detection scheme to a 3 stage pipelined
(Fetch/Decode, Execute, and Writeback) architecture which
consists of a RAM array, a control unit, and an ALU. The
control unit consists of a ROM array which stores the instruc-
tions and the data address. In the Fetch/Decode cycle, the
Program Counter provides the ROM address which puts out
the address of the data and control signals. In the same cy-
cle, we get the data from the RAM and the control signals
are decoded to be given to the ALU. In the Execute cycle,
the ALU operates on the data obtained from the RAM. The
ALU can perform 8-bit addition, subtraction, multiplication,
add-accumulate, and subtract-accumulate. In the Writeback
cycle, the output from the ALU is written back to the mem-
ory.

In combinational logic, the probability of a soft error prop-
agating through logic and getting latched is very low since
it can get masked easily. Therefore, all the functional blocks
whose outputs are connected to the next stage of flip-flops are
monitored by the detection circuit. Particle strikes modeled a
transient current pulses were injected in the sensitive nodes to
generate error. The magnitude and width of the current pulses
were varied so as to model particle strikes ranging from the
lowest to the highest energy levels. The architectural imple-
mentation is injected with current pulses withI0 ranging from
0.8mA to 1.2mA whilet f was varied from 100ps to 500ps.

Table 1 shows the simulation results for 1-0 and 0-1 bit
flip. Each column in the table shows two symbols. The first
symbol represents if an error has occurred or not while the
second symbol represents whether the error was detected or
not. A cross(x) symbolizes no error or no detection and a
Xsymbolizes error or detection. For example a xXrepresents
that an error has not occurred but has been detected (false pos-
itive). The simulation results show that the detection circuit
can detect all the particle strikes that result in an error. But
sometimes an error is detected by the detection circuit even
though the particle strike does not result in an error. However,
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0 - 1 flip
I0 (peak current)

t f (decay time) 0.8mA 0.9mA 1.0mA 1.1mA 1.2mA
100ps xx xx xx xx xx
150ps xx xx xx xx XX

200ps xx xx xx xX XX

250ps xx xx xx XX XX

300ps xx xx xX XX XX

350ps xX XX XX XX XX

400ps XX XX XX XX XX

450ps XX XX XX XX XX

500ps XX XX XX XX XX

1 - 0 flip
I0 (peak current)

t f (decay time) 0.8mA 0.9mA 1.0mA 1.1mA 1.2mA
100ps xx xx xx xx xx
150ps xx xx xx xx XX

200ps xx xx xX xX XX

250ps xx xX xX XX XX

300ps xX xX xX XX XX

350ps xX xX XX XX XX

400ps xX xX XX XX XX

450ps xX XX XX XX XX

500ps XX XX XX XX XX

Table 1. Combinational Logic Simulation Results.

the probability of this situation occurring is very low since the
particle strike has to be of very low magnitude. Again, a false
positive has no correctness impact. The only cost is the slow-
down due to an unnecessary rollback.

To determine the speed and power overhead of the sys-
tem due to the detection circuit, the system was simulated
exhaustively. The performance degradation in the combina-
tional logic in the 3 stage architecture implementation is 8%.
The performance degradation of the flip-flop measured as the
increase in its clock to output (Qc−q) value is 10%. However,
this is the worst case performance when a minimum sized
NMOS is placed between GND’ and ground terminal (lowest
area overhead). The performance degradation can be reduced
to a minimal value (less than 1%) by sizing the NMOS and
PDN. The power and area overhead are 17% and 18% respec-
tively for less than 1% performance degradation.

5 Process, Voltage, and Temperature
Variation Analysis

Due to process variations, transconductance and threshold
voltage (Vt) of the transistor can vary, affecting the drain cur-
rent and may give incorrect circuit operation. To evaluate the
effect of process variation on the detection circuit, we sim-
ulate the process corners as shown in Table 2 for combina-
tional logic. The ‘FF’ corresponds to fast PMOS and fast
NMOS (increased current), ‘SS’ corresponds to slow PMOS
and slow NMOS (decreased current) and ‘TT’ corresponds
to the typical case. The ‘FF’ case has the highest detection
speed and power dissipation while ‘SS’ has the lowest. It can

be seen that for just 350ps response time, the power overhead
can be as low as 6.6%.

Process Corner Power Overhead Detection Time
TT 17% 220 ps
FF 81% 120 ps
SS 6.6% 350 ps

Table 2. Impact of process variation for combinational logic.

For supply voltage variation,Vdd was varied from 1.6V to
2V, 1.8V being the nominal voltage. It is essential that the
threshold voltage remains unchanged during supply voltage
variation. As shown in Fig. 3, node B voltage changes pro-
portionally to the supply voltage change which influences the
pull-down transistor M8. So a decrease in supply voltage, de-
creases the voltage at node B which causes a reduction in M8
gate voltage, resulting in a weaker pull down effect at node
C. As a result, the reference voltage (node C) shows only a
minor fluctuation due to supply voltage variation.
The temperature was varied from -25°C to 70°C [18]. In all
cases, we found that the detection circuit was able to detect
even the weakest particle strike capable of causing an error.

6 Comparison
Table 3 shows the area and power overhead comparison
for various soft error detection schemes. For combinational
logic, the proposed scheme is compared to bulk-current BICS
proposed in [17] and TMR techniques (implemented for flip
flops) proposed in [23]. The proposed scheme shows a re-
duction of 11% in area overhead and 83% in power over-
head compared to bulk-current BICS [17]. The area improve-
ment is due to the hierarchical structure while improvement
in power overhead is due to negligible static power consump-
tion in the proposed scheme. Compared to TMR, the pro-
posed scheme uses 82% less area. Although TMR allows
forward error correction, we note that in a general-purpose
environment, the influx of cosmic particle is exceedingly rare
in contrast to cycle-to-cycle activities. Relying on rollbacks
for correction would be a far more economic approach.

Proposed
Scheme

Bulk-
BICS
[17]

TMR∗

[23]
[22] ECC

[5]

Area Overhead (Com-
binational Logic)

18% 29% 100% – –

Power Overhead
(Combinational Logic)

17% 100% – – –

Area Overhead (Mem-
ory Array)

7% 15% – 7% 11%

Table 3. Comparison between the proposed scheme and other
soft error detection schemes.∗TMR scheme is implemeted for flip
flops only.

For memory circuits, the proposed scheme is compared
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with [22] and ECC [5]. The proposed scheme shows a slight
area overhead improvement compared to previous schemes.
However, for multi-bit protection, it can be used with ECC to
provide increased error detection and correction capability at
a lower cost.

7 Conclusion
With continued scaling and ever larger-scale integration,soft
errors are projected to become more and more frequent.
While error detection and correction are straightforward and
efficient with memory arrays, we still do not have an effi-
cient mechanism to even detect errors in the logic elements.
Relying on full-blown redundancy will probably continue to
be a niche-market solution. In this paper, we have presenteda
novel hierarchical approach of detecting particle-induced soft
errors in combinational logic as well as in memory arrays.
The proposed scheme relies on detecting the current spikes
on the power rail due to particle strikes. In our simulations,
the particular design investigated is capable of detectingall
spikes that led to circuit errors, resulting in no false negatives.
The detection circuit incurs an 18% area overhead and 17%
power overhead. This represents a significant improvement
over prior art. The design is also tolerant to PVT variations,
providing a robust error detection capability. Overall, webe-
lieve such design is a promising approach for general-purpose
architectures and further exploration in this direction should
be performed.
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