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and Kristelle Lapointe at the University of Ottawa.

The friends I have made in Rochester, and especially at the Institute, will be lifelong

friends. I am blessed with too many friends to name, each of whom I cherish. Dr. Kathleen

Adelsberger, Dr. Ryan and Bethany Beams, Dr. Amber Beckley, Dr. Brooke Beier, Dr. Luke

and Niki Bissell, Dr. Dean and Lynn Brown, Dr. Cristina Canavesi and Andrea Cogliati, Joe

and Sora Choi, Dr. Dan and Lisa Christensen, Dr. Eric and Katie Christensen, Dr. Liping

Cui, Maj. Jack and Angie DeLong, Dr. Yijing Fu, Dr. Ying (Melissa) Geng, Dr. Tammy

Lee, Jordan Leidner, Dr. Suzanne Leslie and Dr. Brad Deutsch, Dr. Ben Masella, Leva

McIntire, Dr. Ramkumar Sabesan, Dr. Josh and Jess Schoenly, Dustin and Laura Shipp,

Dr. Manuel Guizar Sicairos and Paloma Ayala Nuñez (and Sebastian Guizar Ayala), Richard
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Abstract

Slow light is light that travels at unusual, extreme group velocities—sometimes as slow

as walking speed or slower. Light waves can be described by many velocities, but for

a narrow-band pulse of light (a carrier frequency modulated by an envelope), the group

velocity is the speed of the pulse envelope. The term slow light also encompasses other

exotic group velocities due to similar techniques, including fast light, stopped light, and

backwards light. The science of slow light has been established over the past several years,

and research attention is now turning to potential applications of slow light.

One application of slow light is as an all-optical true-time delay. Two slow light methods

in optical fibers, stimulated Brillouin scattering (SBS) and dispersive delay, are used to

provide a controllable pulse delay in a prototype slow-light phased-array laser radar, called

SLIDAR. These slow light methods compensate the group delay mismatch of pulses of 6 ns

duration while the phased array is steered in two dimensions. A phase control system is

described that maintains phase lock among three signal channels and a reference channel,

each containing 2.2 km of optical fiber, while accommodating the demands of the slow light

techniques. Residual phase error is kept below π/5 radians (1/10 wave) RMS.
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Slow light can also enhance the spectral sensitivity of spectrometers and interferometers.

A design for a slow-light-enhanced nanophotonic spectrometer is presented. One important

use of spectrometers is to detect specific chemicals, and I describe an approach to multivariate

optical computation, which can be used for automatic chemical spectrum recognition. This

technique, which could one day be implemented with a slow-light-enhanced spectrometer as

a single-chip chemical detection platform, is explored experimentally in the visible spectrum

using a spatial light modulator.
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Chapter 1

Slow and Fast Light

In early 1999, a news article in the prestigious journal Nature led off with the announce-

ment, “An experiment with atoms at nanokelvin temperatures has produced the remarkable

observation of light pulses traveling at velocities of only 17 m s−1.” The review continued

with the understatement, “Observation of light pulses propagating at a speed no faster than a

swiftly moving bicycle. . . comes as a surprise” [8]. These findings marked the beginning of

the current wave of interest in the field that has come to be called slow light [9].

Since light is a wave, it can be described by many different velocities. The term speed

of light most commonly means the phase velocity, written as c/n, where c is the speed of

light in vacuum and n is the refractive index. Stated precisely, this is the speed at which

the phase fronts of a monochromatic plane wave propagate in a uniform, homogeneous

medium. But real signals are not monochromatic. A narrow-band signal can be modeled

as a central frequency, often called a carrier frequency, with a small spread of frequencies

around it. Since optical frequencies are of the order of 1015 Hz, nearly all optical signals



CHAPTER 1. SLOW AND FAST LIGHT 2

can be modeled in this way. In the time domain, a narrow-band signal is a carrier frequency

modulated by an envelope (such as a Gaussian pulse). The speed at which the envelope

moves is the group velocity, meaning the velocity of a group of waves at different frequencies.

Other velocities may be defined as well [10–13].

Slow light is a term used to describe light traveling at unusual, extreme group velocities,

most commonly at group velocities well below c/n. The term generally also encompasses

fast light, stopped light, and backwards light, or group velocities that are respectively

greater than c/n, near zero, and negative. While slow light produces surprising and often

counterintuitive results, it does not violate causality or Maxwell’s equations [12].

1.1 The origins of slow light

1.1.1 Definition of the phase velocity

Consider the (complex scalar) electric field of a monochromatic electromagnetic plane wave

of amplitude E0 propagating in the +z direction,

E(z, t) = E0eiφ , φ = kz−ωt. (1.1)

Here, ω is the angular frequency of the plane wave, k is the wavevector, and t is the time.

(The real electric field is equal to the complex electric field plus its complex conjugate.)

When one speaks of the propagation of the plane wave, one means the motion of the wave’s
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phase fronts, or surfaces defined by constant values of φ . The present goal is to observe the

motion of one such phase front; a convenient choice is the phase front located at the origin

z = 0 at time t = 0 (such that φ = 0). Its motion is governed by

kz−ωt = 0. (1.2)

To account for dispersion, the wavevector k and the refractive index of the medium n are

written as functions of ω ,

k(ω) =
n(ω)ω

c
. (1.3)

Equations (1.2) and (1.3) can be used to compute dz/dt, which is the phase velocity v, or

the speed of propagation of the phase front:

dz
dt

=
ω

k(ω)
=

c
n(ω)

≡ v(ω). (1.4)

It is important to note that the phase velocity depends on frequency, meaning that monochro-

matic plane waves at different frequencies generally travel at different speeds.

1.1.2 Definition of the group velocity

The group velocity of a waveform is defined as

vg(ω) =
dω

dk
. (1.5)
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When the wavevector is expressed as k = n(ω)ω/c, the derivative can be rewritten as

vg(ω) =

(
dk
dω

)−1

=
c

n(ω)+ω
dn(ω)

dω

=
c

ng(ω)
, (1.6)

where the quantity

ng(ω) = n(ω)+ω
dn(ω)

dω
(1.7)

is called the group index, by analogy to the refractive index (since vg = c/ng just as v =

c/n).

Now that the group velocity has been defined, it is important to see the role that the

group velocity plays in the propagation of a waveform. The Fourier theorem can be applied

here to represent the waveform as a sum of monochromatic plane waves. (The constraints of

the Fourier theorem are neglected here, since they are satisfied for any situation of interest.)

For simplicity, assume that the waveform is propagating in the +z direction through a linear,

homogeneous, isotropic, dispersive and dissipative medium. The complex electric field of

the waveform is then

E(z, t) = ∑
j

E j exp
{
−iω j

[
t−

n(ω j)z
c

]
− α(ω)z

2

}
. (1.8)

Each plane wave has a frequency ω j and a complex amplitude E j. The quantities n(ω) and

α(ω) are respectively the real refractive index and intensity absorption coefficient of the
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medium. (The sum in Eq. (1.8) could also be written as a Fourier transform integral, but the

conceptual points that follow remain the same.)

What is required for the waveform to maintain its shape while it propagates? If the

waveform propagates a distance ∆z in a time ∆t, its shape is preserved only if E(z, t) and

E(z+∆z, t +∆t) are related by a complex scaling constant reiφ ,

E(z+∆z, t +∆t) = reiφ E(z, t), (1.9)

where r and φ are real parameters representing the amplitude change and phase change due

to propagation. Combining the description of the waveform in Eq. (1.8) with the constraint

of Eq. (1.9) gives

∑
j

E j exp
{
−iω j

[
(t +∆t)−

n(ω j)(z+∆z)
c

]
−

α(ω j)(z+∆z)
2

}

= reiφ
∑

j
E j exp

{
−iω j

[
t−

n(ω j)z
c

]
−

α(ω j)z
2

}
. (1.10)

Rewriting gives

∑
j

E j exp
{
−iω j

[
t−

n(ω j)z
c

]
−

α(ω j)z
2

}
exp
{
−iω j

[
∆t−

n(ω j)∆z
c

]
−

α(ω j)∆z
2

}

= reiφ
∑

j
E j exp

{
−iω j

[
t−

n(ω j)z
c

]
−

α(ω j)z
2

}
. (1.11)
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Note that Eq. (1.11) has the form ∑ j A jB j = c∑ j A j. In order for such an equation to hold

true under the most general conditions, each of the B j must be equal to c. In other words,

exp
{
−iω j

[
∆t−

n(ω j)∆z
c

]
−

α(ω j)∆z
2

}
= reiφ , (1.12)

and this must be true for all ω j—for a wave at any frequency. (The j subscript is omitted

going forward.) Since all of the parameters in Eq. (1.12) are real, the equation can be

separated by magnitude and phase, giving

r = exp
[
−α(ω)∆z

2

]
(1.13)

and

eiφ = exp
{
−iω

[
∆t− n(ω)∆z

c

]}
. (1.14)

In order for the waveform to propagate unchanged and maintain its shape, r and eiφ

must not depend on ω . These constraints lead to a number of important insights. First, the

absorption α(ω) may not vary with frequency. Second, the derivative of eiφ with respect to

ω must be zero. This can only be true when dφ/dω is equal to zero,

d
dω

{
ω

[
∆t− n(ω)∆z

c

]}
= ∆t− n(ω)∆z

c
−ω

[
∆z
c

dn(ω)

dω

]
= 0. (1.15)
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Some manipulation gives

∆z
∆t

=
c

n+ω
dn(ω)

dω

=
c

ng(ω)
= vg(ω). (1.16)

This is the speed at which the waveform propagates, namely the group velocity vg(ω). The

propagation time ∆t is also referred to as the group delay, τg. Note that for the same ∆z and

∆t to apply to all frequencies, group velocity and group index may not vary with frequency,

meaning group velocity dispersion dvg/dω must be zero.

To ensure that an arbitrary waveform propagates in a linear medium with its shape

unchanged, α and ng must not vary with frequency. However, all physical systems have

spectral variations in both the absorption coefficient and the refractive index; the variations

in the refractive index inevitably lead to spectral variations in the group index as well. As a

result, all systems, including slow and fast light systems, face some signal distortion. This

distortion may range from simple pulse broadening to complex pulse breakup. The amount

of distortion allowed sets the limits of the slow light system, usually in terms of maximum

achievable pulse delay or maximum operating bandwidth. When designing a slow light

system, the designer must first choose an acceptable level of distortion, and then adjust the

system design to stay within this level.
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1.1.3 Material vs. structural slow light

Slow light has been achieved in a wide array of optical media and systems [1]. In all cases,

practitioners create slow light by carefully controlling dispersion. But the different kinds

of dispersive systems can be broadly classified into two categories: material slow light

and structural slow light. In material slow light systems, the medium can be described by

a spatially uniform (but frequency-dependent) refractive index. Typically, the medium’s

constituent atoms or molecules provide the dispersive properties. Structural slow light

systems have a periodically varying refractive index, with a period close to the optical

wavelength. The refractive index variation is usually due to a repeating physical structure,

such as regularly spaced air holes in a dielectric. Both approaches lead to slow light, but

with some subtle differences [14]. Each approach has its merits and applications.

1.2 Material slow light

1.2.1 Susceptibility and the Kramers–Kronig relations

Both the refractive index n(ω) and the absorption coefficient α(ω) of a medium have their

origin in the susceptibility of the medium χ(ω). When an electric field is applied to the

medium, the charged particles in the medium (the electrons and protons) shift their positions

in response to the field. This shift in the positions of the charges creates an additional electric

field, represented by the polarization density P, or simply the polarization, measured in units

of electric dipole moment per unit volume (C m m−3, or C m−2). Some materials are more
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susceptible than others to being polarized by an incident electric field. The degree to which

the material may be polarized by a given electric field is known as the electric susceptibility

χ and is defined by

P(ω) = ε0χ(ω)E(ω), (1.17)

where E(ω) is the strength of the electric field at the frequency ω , and ε0 is the permittivity

of free space. The permittivity ε(ω) of the medium is defined as

ε(ω) = ε0εr(ω) = ε0[1+χ(ω)], (1.18)

with εr(ω) being the relative permittivity, and the refractive index and absorption coefficient

are defined respectively as

n(ω) = Re
{√

εr
}
= Re

{√
1+χ(ω)

}
, (1.19)

α(ω) =
2ω

c
Im
{√

εr
}
=

2ω

c
Im
{√

1+χ(ω)
}
. (1.20)

When χ(ω) is small, such as for dilute gases, Eqs. (1.19) and (1.20) simplify to

n(ω)≈ 1+
1
2

Re{χ(ω)} , (1.21)

α(ω)≈ ω

c
Im{χ(ω)} . (1.22)

One can thus think of the real part of the susceptibility as corresponding to the refractive

index n(ω) and the imaginary part as corresponding to the absorption coefficient α(ω). The
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correspondence is a useful conceptual device, but it is only fully accurate for media with

weak responses (small susceptibilities).

The medium’s electromagnetic response must be causal (it must obey causality). Any

change in P at time t must be caused by changes in E that happen before time t. In other

words, the cause must precede the effect. This may seem obvious, but the causality require-

ment has important consequences. It can be shown that the electromagnetic susceptibility of

any causal medium obeys the Kramers–Kronig relations

Im{χ(ω)}= −2ω

π

∫
∞

0

Re{χ(ω ′)}
ω ′2−ω2 dω

′, (1.23)

Re{χ(ω)}= 2
π

∫
∞

0

ω ′ Im{χ(ω ′)}
ω ′2−ω2 dω

′. (1.24)

These relations lead to several important results. First, any material that exhibits absorption

must also possess dispersion. Conversely, any dispersive medium must also possess some

spectral variation in absorption, meaning that dα/dω cannot be zero for all ω . Thus,

distortion is ever-present in slow light media. Additionally, the Kramers–Kronig relations

dictate that n(ω) will be nearly linear in the neighborhood of a smooth peak or valley in the

absorption spectrum. One important slow light technique is to create resonances that cause

peaks in the absorption (or gain) spectrum. (For further discussion of the Kramers–Kronig

relations, see section 1.7 of Ref. 15.)
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1.2.2 Resonance features in materials

Many of the spectral features of a material’s optical response come from material resonances.

In many instances, the motion of bound charged particles in a material (such as electrons

bound to atoms or molecules, or nuclei within a crystal lattice) is constrained to the form

of a damped harmonic oscillator, similar to a mass on a spring. In this model, often called

the Lorentz model, the charged particle tends to oscillate at a resonance frequency ω0. The

equation of motion of the charged particle can then be written as

d2x
dt2 +2γ

dx
dt

+ω
2
0 x =

eE
m

, (1.25)

where x is the particle’s displacement from its equilibrium position, e is the charge carried

by the particle (e < 0 for an electron), E is the magnitude of the applied electric field, m is

the charged particle’s mass, and γ is a damping coefficient. It can be shown that, under these

conditions, the susceptibility χ of the medium due to the resonance has the form

χ(ω) ∝
1

ω2
0 −ω2−2iωγ

, (1.26)

which gives the absorption spectrum α(ω) a Lorentzian line shape centered at ω0 with

linewidth γ . The Kramers–Kronig relations dictate that such a line shape will cause n(ω)

and α(ω) to have the forms shown in Fig. 1.1. Of course, real materials have many different

resonances, each with its own center frequency, linewidth, and relative strength. The

total material response (susceptibility) is the sum of the responses due to the individual
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(a)

(b)

(c)

α

n − 1

ng − 1

ω

ω

ω
ω0

ω0

ω0 ω0 + γ

ω0 + γ

ω0 + γ

Figure 1.1. Dispersive features of an absorption resonance. (a) The absorption α of a
resonance at a frequency ω0 with linewidth γ . (b) The refractive index n−1 of the same
resonance. Near the point ω = ω0, α reaches a peak and n−1 crosses the axis. (c) Group
index of the resonance. Note that fast light behavior (|ng| < 1) is exhibited near ω = ω0,
while slow light behavior is exhibited around ω =ω0±γ . (From Ref. 1; used by permission.)

resonances. (For further discussion of material resonances, see sections 1.4 and 3.5 of

Ref. 15 or section 5.5 of Ref. 16.)

Resonances of a similar Lorentzian form can also be induced by certain optical processes.

Lasing, for example, consists of creating an inverted population, such that a certain atomic

or molecular transition (a resonance) experiences gain. In that case, ω0 is the frequency of

the lasing transition, γ is its linewidth, and the value of α(ω0) is negative, indicating gain

rather than absorption. The Kramers–Kronig relations then dictate a reversed slope for n(ω)
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near the center frequency, giving a ng(ω) curve that is flipped vertically relative to the one

shown in Fig. 1.1.

Figure 1.1 also gives clues about how to limit distortion in slow and fast light systems.

Near ω = ω0, n(ω) varies nearly linearly with ω and ng(ω) is nearly flat, making group ve-

locity dispersion nearly zero. However, ng(ω) and α(ω) change significantly at frequencies

farther away from ω0. One must be careful that the pulse spectrum does not extend too far

from the central frequency. In the case of fast light, the effect occurs in a region of strong

absorption; the fast light experimenter may accept this absorption, mitigate it somehow, or

resort to alternative fast light methods that avoid absorption, such as working at frequencies

in between adjacent gain resonances [2].

1.2.3 Stimulated Brillouin scattering in optical fibers

In Stimulated Brillouin scattering (SBS), a strong pump field at frequency ω and a coun-

terpropagating field at the Stokes frequency ωS = ω −Ω are applied to a material. The

electrostrictive effect, whereby materials experience a slight increase in density in response

to an applied optical field, induces an acoustic wave (a pressure wave or traveling density

modulation) at the beat frequency Ω. The density modulation creates a refractive index

grating, and light from the pump field scatters off this grating and into the Stokes field,

which thereby experiences gain. The gain resonance leads to steep dispersion in the vicinity

of ωS, resulting in slow light and fast light, similar to the resonance shown in Fig. 1.1. In

optical fibers, conservation of momentum (also known as phase matching) requires that the
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pump pump

Stokes
Stokes

optical
circulator

single-mode fiber

pump pump

Stokes
Stokes

optical
circulator

single-mode fiber

Stokes

(a) (b)

Figure 1.2. SBS generator and amplifier configurations in single-mode fiber. (a) SBS gener-
ator configuration; the Stokes field originates from noise. (b) SBS amplifier configuration; a
Stokes seed field is injected opposite the pump field.

pump field propagate in the opposite direction to the Stokes field and the acoustic wave

[17, 18]. (For more details on SBS, see chapters 8 and 9 of Ref. 15.)

There are two primary configurations for achieving SBS. When both the pump field at

ω and the Stokes field at ωS are applied to the material, the Stokes field acts as a seed for

the SBS process, and the configuration is known as SBS amplification. If no Stokes field is

applied, a pump photon scatters off a thermal phonon at Ω, creating a Stokes photon to seed

the SBS process; this configuration is known as SBS generation. These two configurations

are shown in Fig. 1.2.

In the approximation that the SBS pump maintains constant intensity (known as the

undepleted-pump approximation), the Stokes field in the fiber propagates according to

I(L) = I0 exp(gIPL). (1.27)
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Here, I(L) is the intensity of the Stokes field after propagating a length L in the fiber, g is

the SBS gain, and IP is the pump intensity. The SBS gain g is given by

g = g0
(ΓB/2)2

(ΩB−Ω)2 +(ΓB/2)2 , (1.28)

where ΩB and ΓB are the Brillouin shift and linewidth of the medium, respectively. The gain

at line-center (Ω = ΩB) is

g0 =
γ2

e ω2

nvc3ρ0ΓB
, (1.29)

where γe is the electrostrictive coefficient, n is the refractive index, v is the speed of

the acoustic wave, and ρ0 is the mean density of the medium. (The undepleted-pump

approximation is useful for intuition. It applies when only a little of the pump intensity is

converted to the Stokes frequency—usually when the Stokes field is weak and g0L is not

particularly large. For more complicated situations, coupled wave equations must be solved,

although the expressions for g and g0 remain the same; see Ref. 15.)

The SBS group index is [18]

ng = ng,0 +
cg0IP

ΓB

1− [2(ΩB−Ω)/ΓB]
2

{1+[2(ΩB−Ω)/ΓB]2}2 . (1.30)

Here, ng,0 is the group index of the medium in the absence of the SBS effect. Increasing IP,

the SBS pump intensity, increases the group index linearly, making SBS a highly controllable

form of slow light. In standard telecommunications-type single-mode optical fibers with
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the pump near 1550 nm, ΩB/2π is about 10.8 to 11 GHz and ΓB/2π is about 35 to 70 MHz

[18, 19]. However, a modulated, spectrally broadened pump produces a broader Stokes

gain line, which allows a broader-bandwidth resonance for the slow light effect, as well

as control over the spectral profile of the group velocity [20]. Broadening and shaping the

pump spectrum is an important method both for enhancing the slow light bandwidth [21, 22]

and for controlling pulse distortion [2, 23]. Slow light based on SBS in optical fibers has

achieved 13.4 ns delays of 5.5 ns pulses and 10.9 ps delays of 37 ps pulses [24, 25].

1.2.4 Dispersive delay

Slow light is often induced through some effect that creates extreme dispersion, such as SBS,

but it need not be an induced effect. Systems with inherently high dispersion also exhibit

slow light. A practical example is highly dispersive fiber, such as dispersion compensating

fiber (DCF), in which different wavelengths of light travel at significantly different speeds.

DCF is characterized by its dispersion parameter D, expressed in units of ps km−1 nm−1, or

picoseconds of additional group delay per kilometer of fiber length and per nanometer of

wavelength change. The change in group delay (propagation time) of a pulse through the

fiber is then ∆τg = DL∆λ , where L is the length of the fiber in km, and ∆λ is the wavelength

change in nm. For instance, in a 1 km length of fiber with D = −100 ps km−1 nm−1,

increasing the optical frequency by 3 nm will decrease the group delay by 300 ps. Thus,

tuning the optical wavelength controls the group delay. This is one of a class of techniques
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referred to as dispersive delay. It is sometimes called the fiber prism effect, in reference to

the high dispersion of prisms [26, 27].

A related technique called conversion and dispersion adds wavelength conversion before

and after the highly dispersive fiber, which preserves the signal wavelength. The first

wavelength conversion selects the wavelength that achieves the desired relative group delay,

and the second wavelength conversion returns the signal to the original operating wavelength.

Although it is more complex and can have higher loss than simple dispersive delay, the

conversion and dispersion technique has achieved delays as long as 1200 pulse widths with

3.5 ps pulses and can operate at data rates well over 40 Gbit/s [28–31].

There has been some debate over whether these methods may properly be termed slow

light. The group delay through such systems is dominated by simple propagation through

the fiber, and long group delays are achieved in part by using long lengths of fiber. Only

the differential group delay between wavelengths is controllable, and this differential delay

is caused by the differences in refractive index at widely different frequencies (separated

by several THz), not by an extreme group index at any particular frequency. While the

techniques were discovered (or rediscovered) as part of efforts to discover new slow light

methods, and they provide tunable all-optical delay just as slow light does, they may be less

controversially referred to as all-optical delay methods.
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|1〉
|2〉

|3〉

ωp
ωc

Figure 1.3. Three-level energy level model for EIT. A weak incoming probe beam at
frequency ωp is nearly resonant with the transition between energy levels |1〉 and |3〉, and a
strong pump beam at frequency ωc is nearly resonant with the transition between energy
levels |2〉 and |3〉.

1.2.5 Other material slow light phenomena

Researchers have demonstrated material slow light in a number of other systems. Perhaps

the most dramatic of these is electromagnetically induced transparency (EIT), and its

counterpart, electromagnetically induced absorption (EIA). EIT has produced some of the

most remarkable group velocities, including the 1999 experiment by the Hau group that

achieved a group velocity of 17 m s−1. In EIT, a strong pump beam at frequency ωc creates a

quantum mechanical coherence between the two states of an atomic or molecular transition.

A probe beam at frequency ωp, coherent with the pump beam, is tuned to a different

transition involving the same excited state as the pump transition; transitions between the

two ground states are forbidden, and the transitions form a so-called lambda system, shown

in Fig. 1.3. The probe beam experiences a very narrow window of reduced absorption, also

called a spectral hole, within the transition [32]. The narrowness and depth of the spectral

hole lead to a large group index, producing slow light. EIT typically requires special media

and special environments to reduce decoherence, such as cryogenic temperatures or ultrahigh

vacuum conditions. Despite these restrictions, it has been a popular experimental method for
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achieving slow light in a variety of systems, including Bose–Einstein condensates (BECs)

[9], alkali vapors [33–35], crystals [36], semiconductor quantum wells [37–39] and quantum

dots [40, 41], and vapor confined within a photonic bandgap fiber [42]. Certain transparency

effects similar to EIT have been demonstrated in resonator systems [43–48] and in plasmas

[49–53].

Coherent population oscillation (CPO) occurs when a pump beam at frequency ω and

a probe beam at frequency ω +δ are applied to the same atomic (or molecular) transition.

If ω and ω +δ both lie within the natural linewidth 1/T1 of the transition, a portion of the

atomic population oscillates at the beat frequency δ between the two energy levels of the

transition. The oscillating population produces a narrow hole in the absorption line centered

at frequency ω . By the Kramers–Kronig relations, the narrow spectral hole results in a rapid

index variation, producing slow light. (Of course, if the atomic population is initially in the

excited state, the CPO effect produces a hole in the gain spectrum, giving a fast light effect

[54, 55].) Equivalently, CPO can be viewed as a time-dependent saturable absorption or

saturable gain effect; the optimal pulse bandwidth is of the order of δ , so approximately one

complete population cycle occurs during the interaction [56–59]. CPO is much easier to

achieve experimentally at room temperature than EIT, and CPO and has similarly narrow

linewidths to EIT, resulting in similarly extreme group velocities. However, CPO typically

suffers from a higher degree of residual absorption than EIT. CPO has been achieved in a

variety of experimental setups, including in crystals [55, 60], erbium-doped optical fiber

[61], semiconductor waveguides [62], and quantum wells and quantum dots [63–65].
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A variety of other slow light techniques have been implemented successfully. Picosecond

pulses were delayed by as many as 80 pulse widths by operating at the center frequency

between two absorption lines (hyperfine ground states) of cesium; the absorption lines

provide some residual dispersion over the broad band between the two lines, with a fairly

flat group index over a wide bandwidth and little absorption [23, 66]. Slow light in semi-

conductors has also been achieved using a number of different mechanisms, including the

gain of semiconductor optical amplifiers [67, 68] and several excitonic mechanisms [69–71].

Stimulated Raman scattering (SRS) has also been used; the process bears a resemblance to

SBS, except the ground states are atomic or molecular vibrational sublevels separated by a

vibrational frequency Ω (see chapter 10 of Ref. 15). Slow light based on SRS gain has been

observed both in solids [72, 73] and in optical fibers [74].

1.3 Structural slow light

1.3.1 Photonic crystals and photonic bandgap structures

Photonic bandgap devices are formed by introducing periodic changes in the refractive

index of a dielectric medium. Often, the periodic index modulation is due to a regular

geometric structure in the dielectric, such as regularly spaced ridges or air holes. Because of

the periodic index modulation, light within certain wavelength bands is unable to propagate

within the device. Specifically, these forbidden wavelength bands lie near λ/n = ma/2,

where n is the effective refractive index, a is the period of the index modulation, and m
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Figure 1.4. Photonic crystal structures. Top: An L3 cavity, formed by removing three
consecutive holes. Bottom: A W1 waveguide, formed by removing an entire row of holes.

is any positive integer. The forbidden bands are called photonic bandgaps, by analogy to

the bandgap of a semiconductor crystal lattice. Wavelengths just outside of the bandgap

experience steep dispersion, which results in slow light [75–81].

One of the most common kinds of photonic bandgap devices is the two-dimensional

photonic crystal, often just called a photonic crystal. It is a dielectric slab with holes etched

into it in a hexagonal or sometimes rectangular lattice. Photonic crystals are particularly

versatile. They may be used to design many different optical devices and may be fabricated

out of virtually any dielectric media. They may also be created from highly nonlinear

optical media, for example by using silicon at telecommunications wavelengths [82, 83],

or by filling the holes of the photonic crystal lattice with a highly nonlinear fluid [84].

Three-dimensional photonic crystals have been fabricated, though they are challenging to

make [85–87]. One-dimensional photonic bandgap structures, such as fiber Bragg gratings,

are sometimes called one-dimensional photonic crystals.
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The flexibility of photonic crystals comes from the ability to introduce defects in the

periodic array, by removing holes, shifting them, or changing their size. For instance,

a waveguide may be created by removing a row of holes, or a cavity may be created

by removing three, five, or seven consecutive holes. These are respectively called a W1

waveguide and an L3, L5, or L7 cavity [80, 88], and some examples are shown in Fig. 1.4.

(Of course, the holes are not “removed”; they are simply not created.) These defects in the

photonic crystal lattice allow light to propagate or resonate in specific ways in the photonic

crystal device. Light is confined to the defects because it cannot propagate within the

photonic crystal lattice. The refractive index contrast between the dielectric slab and the air

above and below it confines the light vertically, through total internal reflection, just like

a slab waveguide. The exact size, shape, and location of the holes near the defects allow

further control of light within the device, especially to reduce the pulse distortion caused by

the slow light system—leading to an area that some have termed dispersion engineering

[89–92].

Photonic crystals are made by nanofabrication, a term that includes several different

approaches. One common approach is electron-beam lithography. The process typically

begins with a silicon-on-insulator (SOI) wafer, a silicon wafer on which a layer of silicon

dioxide is grown and another layer of silicon, around 200 nm thick, is deposited. The SOI

wafer is coated in a layer of resist, a protective chemical that changes when exposed to an

electron beam. An electron beam is then used to write a particular pattern into the resist,

and the resist is chemically developed to remove the areas of the resist that were exposed to
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the electron beam (if a positive resist is used; with negative resist, the unexposed areas are

removed during development). The wafer with the patterned resist is then exposed to an

etching chemical, such as hydrofluoric acid. The exposed areas are etched away, while the

areas protected by the resist are not etched. In this way, a pattern of holes or other shapes

and structures can be written into the wafer. Often, an additional undercutting step will

remove the silicon dioxide from underneath the top silicon layer, creating a membrane-like

structure; light is vertically confined more tightly in a membrane because the refractive

index contrast between silicon and air is greater than between silicon and silicon dioxide.

Electron-beam lithography can write extremely small features with sizes on the order of

1 nm. However, photonic crystals are highly sensitive to errors in the placement of the

holes and to roughness in the sidewalls of the holes, and the resulting disorder causes both

increased scattering and loss [93–95]. The group index in photonic crystal waveguides and

similar devices is generally below 1000, which is more modest than atomic-resonance-based

systems [89, 96, 97]. When the device is designed for constant group velocity across a wide

bandwidth, the group index is often of the order of 30 to 50 [91]. But the increased design

flexibility of photonic crystals as well as the transparency of silicon near 1550 nm and the

good vertical confinement of SOI membrane structures make this an attractive platform for

designing practical devices.
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1.3.2 Other structural slow light systems

Slow light effects have also been explored in coupled-resonator structures, often called

coupled-resonator optical waveguides (CROWs) or coupled-cavity waveguides (CCWs).

CROWs consist of a series of optical resonators placed near each other. Low group velocities

are observed in the propagation of light across the CROW, as a result of weak coupling

and feedback between the resonators [98]. Here is a conceptual model of how the device

works: Light couples evanescently into the first resonator. As the light resonates there, it

couples evanescently into the second resonator, where it also resonates. It then couples

evanescently into the third resonator, and so forth, until it has “leaked” across the entire

waveguide [99]. Any kind of resonator may be used, including Fabry–Pérot cavities, ring or

disk microresonators, and photonic crystal defect resonators.

Slow light has also been explored in certain optical filters, including fiber Bragg gratings

[100, 101] and Moiré fiber gratings [102]. The dispersion and slow light effects in optical

filters are similar to those of coupled-resonator structures.

1.4 Additional considerations

The phenomena of slow and fast light include a number of fascinating features. Several of

these deserve mention here, even though they are not part of the remainder of the dissertation.
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1.4.1 Figures of merit

Several figures of merit are in common use among workers in slow light. The group index ng

may be inferred from experimental data and reported. When one does not wish to ascribe a

homogeneous refractive index to the material (especially with structural slow light systems),

alternative quantities may be defined, such as the slowdown factor S = v/vg [14] or the

slowing factor S = c/vg [103]. Perhaps the most common figure of merit is the group delay

τg, the time delay induced by propagation through the slow light medium. The group delay

is nearly always the experimental quantity that is measured directly, so it is simple to report.

However, it is generally easier to produce longer delays for longer pulses. Thus, a more

meaningful measure is the fractional delay, or the delay normalized by the pulse width [104].

Fractional delay coincides more closely with the particular application of slow light delay

lines, and it is a measure of the number of bits that can be stored by a delay line. Fast light

systems may be evaluated in terms of fractional advancement, or negative fractional delay.

Fractional delay or advancement is often quoted along with pulse width. Perhaps the most

useful single figure of merit for optical delay lines is the delay–bandwidth product (DBP),

which is also equal to the maximum possible fractional delay in a given slow light system

[105]. The delay–bandwidth product must also be quoted with the bit rate to be a definitive

performance measure. The maximum possible delay can be represented in other ways, such

as the length of a waveguide required to achieve a given time delay [79] or the ratio of a

slow-light quantum memory’s maximum storage time to the input pulse length [106].
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Other figures of merit often include some measure of the absorption experienced by the

pulse, such as the ratio of the group index or the delay–bandwidth product to the absorption

coefficient [107, 108], or the time a signal can propagate in a slow light buffer before

needing regeneration or amplification [71]. Pulse distortion can be measured in several

different ways, including the input–output pulse width ratio [109], degree of dispersion near

an absorption feature or a band edge [79], or group velocity dispersion (GVD). The effects

of pulse distortion on a telecommunications system are often the ultimate concern, so some

experimenters use commercial telecommunications test equipment to test the bit-error rate

(BER) [110] or the eye opening [111]. Many more figures of merit have been defined, and

the best choice of figure of merit is application-specific.

1.4.2 Theoretical limits of slow and fast light

The most general theoretical limits of the performance of slow light systems were already

mentioned in section 1.1.2: group velocity dispersion, frequency-dependent absorption,

and higher-order dispersion and absorption terms must be sufficiently small that the pulse

is not distorted too much (though the degree of acceptable distortion is often application

dependent). Generally, total linear absorption (αL) must also be sufficiently small that the

signal can be detected. More specific limits than these depend on the particular slow light

technique in question. Some results are quoted here without further comment.

For many slow light techniques, group velocity and bandwidth are proportional, requiring

a tradeoff between the two parameters [108, 112]. Under many circumstances, the minimum
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spatial extent occupied by a single optical bit in a slow light medium is roughly one vacuum

wavelength [108]. In slow light systems using stimulated Brillouin scattering (SBS) in

optical fibers, there is a tradeoff between increased bandwidth and reduced pulse distortion

[111].

1.4.3 Spatial compression and nonlinearity enhancement

It is clear that the reduced group velocity in slow light leads to spatial compression of the

pulse by a factor equal to the group index. If a pulse of duration τ decelerates from a speed

c to a speed c/ng, its length L must likewise decrease by a factor of ng, from L = cτ to

L′ = cτ/ng. Conservation of energy then dictates that if the pulse energy was distributed

over length L but is compressed down to length L′, the energy density u must increase by

the same factor to u′ = ngu.

Interestingly, in material slow light systems, the intensity I = uvg of a pulse is unchanged

upon entering the medium, because the increase in u is canceled exactly by the decrease

in vg. Likewise, the electric field strength E ∝
√

I is unaffected by changes in the group

velocity. Thus, although the pulse energy is spatially compressed, its peak electric field

strength is unchanged [14, 113, 114]. In contrast to this result, slow light in structural

slow light systems such as photonic crystals is accompanied by an increase in electric field

strength, and therefore an increase in intensity [84]. A helpful mental picture is that the field

inside a structural slow light system undergoes multiple reflections, like in a Fabry–Pérot
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cavity, and this leads both to slowed propagation (due to increased effective path length) and

higher field strength (due to the presence of multiply reflected fields in the medium) [14].

Beer–Lambert–Bouguer absorption is enhanced in structural slow light but not in material

slow light, since Beer–Lambert–Bouguer absorption relates to the intensity of the light,

which is only enhanced in structural slow light [14, 115, 116]. Further, optical nonlinearities,

which typically scale as some exponent of the field strength, are enhanced in structural

slow light only, and not in material slow light [14, 82, 84, 99, 117]. The exact nonlinear

enhancement is somewhat complicated, but when the slowdown factor S = v/vg is large and

the medium has a Kerr-type nonlinearity, the enhancement is proportional to S2 [83, 117,

118].

EIT is also associated with an enhancement of the medium’s optical nonlinearity [114].

When the fields applied to a resonant medium are tuned to a resonance, the optical nonlin-

earity of the medium reaches a local maximum. In the absence of EIT, linear absorption

also reaches a local maximum, making the nonlinearity unusable. EIT allows access to

these resonant nonlinearities that would otherwise be precluded by absorption. It would be

incorrect to say that the nonlinearity enhancement in EIT is caused by the slow light effect;

however, the slow light effect and the nonlinearity enhancement in EIT are inseparable.

1.4.4 Causality of fast light

Fast light (vg > c) and backwards light (vg < 0) seem at first to violate causality. However,

careful analysis shows that this is not so. Causality is the requirement that any effect must
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be preceded by its cause. When combined with the special theory of relativity, causality

requires that no information travel faster than the speed of light. (Otherwise, it would be

possible to violate causality in certain frames of reference.) What does this mean for a group

velocity greater than the speed of light? Extensive discussion of this question has occurred

in the literature over the last century; see, for instance, section 5.2 of Ref. 113, section 2.5

of Ref. 12, Ref. 119, and their references. A brief overview is presented here.

From 1907 to 1914, Sommerfeld and Brillouin examined the propagation of a discontin-

uous jump (like a step function) in the electric field. They examined the front velocity, or

the speed of propagation of the first non-zero value of the electric field. They found that

the front velocity can never exceed c and that no part of the waveform can overtake the

front [10, 11]. Their result was later extended to nonlinear media and to all functions with

compact support, meaning functions that are zero except over a finite range [120].

Many fast light experiments and theories use Gaussian-like pulses with long leading

and trailing tails. The group velocity can then be used to describe the motion of the pulse

envelope or the pulse peak. Using the presence or absence of a pulse to represent one bit of

information (as in on-off keying), one may be tempted to think of the peak as carrying the

information associated with the pulse, and hence conclude that information is propagating

superluminally (faster than c). However, the presence or absence of the long leading edge

of the pulse carries the same information as the presence or absence of the peak. A true

Gaussian pulse has infinite extent; in a sense, the pulse and its information have already
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arrived everywhere, irrespective of the motion of the peak. The superluminal peak velocity

is therefore not indicative of superluminal information transfer.

For the more realistic case of a truncated Gaussian pulse, the peak of the pulse may travel

superluminally for a time, but the front of the pulse still propagates at or below the speed

of light (since the pulse front is a discontinuity). None of the pulse energy can overtake

the pulse front. For example, in an on-off keyed binary signal, fast light may shift the peak

of a pulse within its bit slot but cannot advance the peak past the beginning of the bit slot.

As the peak approaches the front, the pulse becomes highly distorted, often breaking up

into a series of peaks or some other irregular shape. In short, attempts to violate causality

lead to pulse breakup. Ultimately, this should not come as much of a surprise; fast light

comes about entirely from Maxwell’s equations combined with the assumption of a causal

optical response from the medium (often in the form of the Kramers–Kronig relations), and

causality is a natural consequence of those conditions.

1.5 Applications of slow and fast light

Slow and fast light allow researchers to conduct many exciting fundamental studies of

physics and light propagation, but they also have several potential practical applications.

These applications are the primary focus of this dissertation. Two broad categories of

applications exist. Perhaps the most obvious use for a slow light medium is as a way to

delay an optical signal. Many slow light methods are tunable, meaning the group delay can
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be controlled, whether optically or by some other means. Tunable optical delay can serve as

a true-time delay element for phased-array laser radar, and this application is discussed in

section 1.5.1. Tunable delay could also be useful in telecommunication networks, optical

coherence tomography (OCT), ultrafast pulse metrology, and various kinds of optical signal

processing [28, 29].

Slow light can also be used to enhance interferometers and spectrometers. The spectral

sensitivity of interferometers and spectrometers depends on the group index, and a large

group index makes spectrometers more sensitive. While this does not involve slowing

down a pulse of light, the same set of dispersive techniques can be used to increase the

resolution of spectrometers. Since many kinds of spectrometers have a direct relationship

between their size and resolution (larger spectrometers are generally more precise), this

increased sensitivity can be used to shrink the size of a spectrometer while maintaining

spectral resolution. A design for an on-chip, slow-light-enhanced nanophotonic spectrometer

is described in section 1.5.2, along with an approach to optical computation that would

improve the performance of such a device. Additional possible applications are presented in

section 1.5.3.

1.5.1 A slow-light laser radar (SLIDAR)

Laser radar, also called lidar or ladar, is a form of sensing in which a laser illuminates a

target and the reflected light is analyzed. Perhaps the most common use of laser radar is to

measure the distance to a target by sending a single optical pulse to the target and measuring
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the round-trip time for the pulse to return [121]. Two key parameters for this use are the

longitudinal (or range) resolution, which is determined by the duration of the optical pulse,

and the transverse resolution, which is governed by the size of the emitting aperture. Shorter

pulses and larger apertures lead to better (finer) resolution. However, large-aperture optics

are bulky, expensive to fabricate, and unwieldy to steer.

An alternative approach is to use an array of small apertures, working in concert. Each

small aperture, or emitter, produces a pulse at the same time, and the pulses overlap in the

far field (i.e., at the target). If the optical phases of the emitters are kept in the appropriate

relationship, then the pulses interfere at the target, producing a much narrower far-field spot

than that of the individual emitters. Ideally, the baseline of the array (or its total extent)

determines the transverse resolution of the spot in the far field. This is known as a phased

array [122].

In general, the far-field spot of a phased array can be moved by changing the phases

of the individual emitters, rather than steering a single large-aperture optic. (In certain

configurations, the individual emitters may need to be steered in-place as well.) However, if

a phased-array system with short pulses is steered far off-axis as in Fig. 1.5(a), the emitters

see different path lengths to the target, and the pulses from different emitters may not reach

the target at the same time, degrading both the transverse and longitudinal resolution of the

system. In order for the pulses to overlap, each emitter must include a variable group delay

element, called a true-time delay [123, 124]. Slow light provides an excellent true-time

delay for a phased-array laser radar.
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Figure 1.5. SLIDAR: a pulsed, phased-array slow-light laser radar. (a) Block diagram. φ :
phase control; D: emitter baseline length; θ : steering angle. The diagram shows the beam
steered off-axis; for the pulses to overlap at the target, each emitter must include a variable
group delay. (b) SLIDAR far-field intensity pattern, formed by three emitters arranged in
a right triangle. (c)–(g) Normalized time traces of the returned signal when the beam is
steered in three directions (indicated by the red dot at the top of each sub-ispell-figure), with
or without group delay compensation. The top thick red trace is the combined signal, and the
other three traces correspond to signals emitted individually from each of the three channels.
The traces are shifted vertically for clarity. (Adapted from Ref. 3; used by permission.)

In 2011 and 2012, Schweinsberg and coworkers (including myself) demonstrated a

prototype slow-light laser radar system, called SLIDAR [3–6]. Figure 1.5(a) shows the

system diagram. The system has three emitters arranged in the shape of a right triangle,

allowing the beam to be steered in both the horizontal and vertical directions; the resulting

far-field intensity pattern is shown in Fig. 1.5(b). To allow delay compensation in both

transverse dimensions (horizontally and vertically), two types of slow light are used, namely

SBS and dispersive delay; the SBS pump power and the optical wavelength determine

the amount of delay. The system is fiber-based, operating at standard telecommunications

wavelengths near 1550 nm. It employs both dispersion-shifted fiber (low dispersion) for
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SBS and dispersion-compensating fiber (high dispersion) for dispersive delay. Pulses of

about 6 ns duration allow a far-field resolution of about 1.8 m.

The two slow light methods used in SLIDAR provide a true-time delay that compensates

the path length differences due to beam steering, as shown in Fig. 1.5, sub-figures (c) through

(f). When the beam points on-axis, the pulses overlap in the far field, as shown in sub-figure

(c). When the beam is pointed upward, the pulses no longer overlap, shown in (d). One

slow light method is then used to compensate the group delay mismatch, shown in (e). Next,

the beam is steered in the horizontal direction, leading to another group delay mismatch,

shown in (f). Finally, the second slow light method is used to compensate the additional

group delay mismatch, shown in (g). The slow light true-time delay elements preserve the

pulse duration and longitudinal resolution even while the beam is steered far off-axis in both

transverse dimensions.

To maintain the transverse resolution, the emitters must be properly phased, in addition

to being synchronized in time. The SLIDAR phase control system maintains phase lock

among all three emitting channels and a non-emitting phase reference channel. Each channel

contains 2.2 km of optical fiber, and gain due to the SBS slow light process results in a

varying signal level in some of the channels. The phase control system compensates for

these issues while maintaining phase lock, with a root-mean-square (RMS) phase error of

π/5 radians, or 1/10 wave. The SLIDAR phase control system is covered in chapter 2.
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1.5.2 A slow-light-enhanced nanophotonic spectrometer

Much research is currently aimed toward the idea of a lab on a chip, in which some set

of laboratory functions is performed by a tiny, integrated device. Since spectrometers

are particularly useful for detecting and analyzing chemicals, an on-chip spectrometer is

highly desirable for lab-on-a-chip applications. On-chip photonic devices, often called

integrated photonics or nanophotonics, are already a reality. Several designs exist for on-

chip spectrometers, but they suffer from an undesirable tradeoff between device size and

spectral resolution [125–131]. However, in many types of interferometers and spectrometers,

the spectral sensitivity (spectral resolution) of the device depends on the group index, rather

than the traditional refractive index [7, 132–135]. Slow light methods can enhance the

spectral resolution of these spectrometers. Alternately, since spectrometer resolution usually

improves with increasing device size, slow light can be used to shrink the device while

maintaining high resolution.

An arrayed waveguide grating (AWG) is a nanophotonic device that disperses input light

into a series of output waveguides, each of which carries a separate wavelength band (see

Fig. 1.6). An input waveguide connects to a free propagation region, where light enters an

array of waveguides. Each waveguide in the array is longer than the next by an increment

∆l, and light propagating through the waveguide acquires a phase that is proportional to ∆l

and inversely proportional to the wavelength. The outputs of the waveguide array are spaced

equally at the entrance to another free propagation region. The waveguide array spacing

is of the order of a wavelength of light, so light coming out of the waveguide array acts
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Figure 1.6. A design for a slow-light-enhanced nanophotonic spectrometer. The design is
based on an arrayed waveguide grating (AWG), with a slow-light waveguide region that
enhances the spectral resolution. (From Ref. 7; used by permission.)

in some sense like light diffracting off a grating. Each successive waveguide output has a

linearly increasing, wavelength-dependent phase, meaning the waveguide outputs act like a

blazed diffraction grating, but with a different blaze angle at each wavelength. The array

outputs are also arranged in a concave pattern, which acts to focus the light. The net effect

is that light at each wavelength is focused onto a different output waveguide at the exit of

the second free propagation region. AWGs originated as wavelength-separation devices for

wavelength-division multiplexing (WDM) optical networking [136].

Figure 1.6 shows a conceptual design for an AWG-based spectrometer whose spectral

resolution has been enhanced by slow-light waveguides. The device design is the same as

a standard AWG, but the waveguides in the array include a slow-light waveguide section

[7, 132, 135]. The slow-light waveguides could be made from photonic crystal waveguides.

It is important that the spectral profile of the group index be optimized (and nearly flat) over

the operating bandwidth of the spectrometer. One proposed design for a slow-light-enhanced
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AWG spectrometer has a resolution of 0.04 nm over a bandwidth of 12.5 nm near a central

wavelength of 1550 nm [137].

At the outputs of the slow-light-enhanced AWG, one could place a detector array to

record the power spectrum of the input light. However, the goal is often not to record a

spectrum but to detect the presence or absence of some particular chemical, such as to

detect the presence of chemical agents or toxins. In this case, the spectrum is only a means

to an end, and recording the entire spectrum is inefficient. One can achieve much higher

signal-to-noise ratios by performing optical computation, a technique discussed in chapter 3.

1.5.3 Other applications of slow and fast light

Controllable delays for communications and networking

Much research is directed toward the possibility of all-optical networking, in which some

or all processing is performed optically rather than electronically so that one avoids the

so-called optical-electronic-optical (OEO) conversion at routing points between network

links [138]. But while the controllable optical delay of slow light seems perfect for an

optical buffer in an all-optical network router, in practice nearly all slow light systems have

far too little delay—about two pulse widths or less, rather than the thousands or millions

of pulse widths of delay needed in a network router. The fractional delay is often limited

by distortion or loss. In fact, loss may be a fundamental limitation to all forms of optical

buffering [108].
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However, slow light delay lines are ideal for all-optical jitter compensation [139, 140].

In modern data networks, transmissions are synchronized to bit slots, or regularly spaced

time windows during which either a zero or one value is transmitted. For example, in on-off

keyed transmission, logical zero or one is indicated respectively by the absence or presence

of a light pulse in each bit slot. In a 10 Gbit/s transmission link, bit slots are 100 ps each.

Every 100 ps, the transmitter transmits a pulse of light to indicate a one or no pulse to

indicate a zero.

Transmitters and receivers must agree on the duration and start times of bit slots. How-

ever, during the transmission process, the optical signal may become slightly stretched,

compressed, or delayed. These changes can be caused by temperature-dependent changes in

the refractive index or polarization mode dispersion, bit-pattern-dependent nonlinearities

in the optical fiber, or environmental effects such as vibration. The consequence is that the

data bits become randomly misaligned relative to their bit slots. This effect is known as

jitter, and it can cause data corruption and increase the bit-error rate (BER). However, if the

receiver can re-synchronize to accommodate these random changes, network throughput

can be restored. Tunable slow and fast light can be used for jitter compensation.

Optical memory, optical processing, and coherent control

The group velocity of light can in fact be adjusted to zero, leading to so-called stopped light

[34–36]. One stopped-light technique is to use electromagnetically induced transparency

(EIT) to “map” a light pulse onto the spin coherence of a medium, effectively storing the
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pulse. The pulse can later be retrieved by performing the reverse operation. Other proposed

techniques include using solitons in coupled-resonator structures [99, 141]. A stopped-light

system could be useful as an optical memory for storing pulses of light.

Many stopped-light techniques also preserve quantum coherence properties. EIT-based

techniques, for example, can be used to preserve and store entanglement, or the coherence

of two quantum-mechanical systems (such as two photons or a photon and an atom). A

so-called quantum memory, one which can store and retrieve entangled photons, could find

applications in quantum computing, quantum key distribution, and other technologies that

depend on entanglement [106].

One drawback of stopped-light memories is the finite lifetime of the memory. EIT

media gradually undergo decoherence (or dephasing). Other kinds of optical memories have

different decay mechanisms, but all memories decay and lose their data over time. But decay

only needs to be slowed, not eliminated. A memory cell can be refreshed by reading out

its value and rewriting the value into the cell, starting the decay cycle anew. In two 2001

stopped-light experiments using EIT, the coherence lifetime was 500 µs [35, 36]. Thus, a

stopped-light memory cell using similar techniques would need to be refreshed faster than

every 500 µs. For comparison, modern electronic memory (DRAM) cells require a refresh

every 7.8 µs [142].

Slow light media can buffer not just pulses of light but in fact entire images [143]. Both

amplitude and phase information in an image are preserved by slow light media. Such

an image buffer could have applications in optical image processing. Further, slow light
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can be used to enhance image rotation in a rotating medium [144, 145]. Slow-light optical

delay lines have also been proposed to implement certain kinds of optical signal processing

elements, particularly equalization filters and other filters that can be implemented as tapped

delay lines [139].

Spectroscopic enhancement of interferometers and cavities

The spectral properties of slow and fast light can be used to enhance the spectral performance

and robustness of spectroscopic interferometers and spectrometers. In such interferometers,

a change in laser frequency causes a change in the optical path length difference (OPD)

between the two interferometer paths. A slow light medium placed in one path increases

the sensitivity by a factor of the group index [133]. For example, if a slow light medium

of length L slows a pulse of light to a group velocity of c/106, it has the same effect on

frequency sensitivity as would an OPD of 106L. Of course, by using fast light, one could

correspondingly decrease the frequency sensitivity of the interferometer. In theory, using

stopped light with zero group velocity and zero group index, one could remove all sensitivity

of the phase to frequency shifts, at least over the bandwidth of zero group velocity. Slow- and

fast-light enhancements have also been demonstrated in Fourier-transform interferometry

[134] and proposed for interferometric rotation sensing [146, 147]. Similar sensitivity

increases are seen when a slow- or fast light medium is placed inside a Fabry–Pérot cavity:

the cavity linewidth is changed but the cavity storage time remains unaffected [148–150].
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Fast light may also be used to construct a white light cavity [151]. A white light cavity

is a Fabry–Pérot cavity that contains a fast light (anomalously dispersive) element. In a

normal Fabry–Pérot cavity, a slight detuning away from resonance will reduce the cavity

transmission drastically; each round trip acquires a slight phase shift, and the multiple round

trips add destructively. However, in a white light cavity, the fast light element compensates

for this slight phase shift, such that the cavity resonates across a range of wavelengths [147].

1.6 Conclusion

Slow light is an exciting and rapidly maturing field. Control of the group velocity produces

startling and sometimes counter-intuitive results, and the study of slow light has enhanced

researchers’ understanding of some important nuances of the propagation of light. The

science of slow light is well established, and while slow light has its limits, some exciting

applications of slow light are being pursued.
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Chapter 2

Phase Control of a Slow-Light Laser Radar

Laser radar, also called lidar or ladar, has a number of practical applications. In its simplest

form, a laser radar consists of sending a single pulse of light from a laser toward a target,

detecting when the reflected pulse returns, and using the time of flight to determine the

distance (or range) to the target. This is sometimes called range-finding, and it is commonly

used for surveying on land and underwater. A number of other laser radar techniques exist,

and there are numerous applications beyond range-finding, such as measuring the speed of a

moving target, imaging, and even using laser radar with spectroscopy to detect chemicals

remotely, such as pollutants in the atmosphere [121, 122, 152].

The precision of a laser radar for range-finding has two components. The longitudinal

resolution, or the precision in measuring the range to the target, depends on the pulse

duration, and shorter pulses mean better longitudinal resolution. The transverse resolution,

or the size of the laser spot in the far field (i.e., at the target), determines how precisely a

single target can be picked out of the far-field scene. Transverse resolution is limited by
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the size of the aperture that emits the laser pulse. Due to the laws of diffraction, a larger

aperture produces a smaller far-field spot. For the best transverse resolution, it is desirable

to use the largest possible emitting aperture.

Large optics, however, are expensive and unwieldy. An alternative approach is known as

a phased array. An array of small emitters all emit a laser pulse at the same time. The pulses

are coherent, meaning they are in phase with each other and can interfere (add constructively

or destructively). When the pulses reach the target, they produce an interference pattern

that has a brighter, smaller spot than any of the small emitters could have produced on its

own. The far-field spot can be just as small as the spot from a single large aperture that is

the same size as the array, but the small emitters are less expensive and easier to control

than a single large aperture. As an added benefit, the far-field spot can be steered simply by

changing the phase relationship of the emitters, which is a fast electronic operation, rather

than by turning a single large, heavy lens or mirror, which is a slow mechanical operation.

(In certain configurations, the individual emitters may need to be steered in-place as well.)

In order for the emitted pulses to interfere in the far field, they need to arrive at the target

at the same time. If the emitter array is large enough, the pulses are short enough, and the

far-field spot is steered far enough to one side, the pulses won’t arrive simultaneously at

the target. Slow light can provide a tunable time delay, known as a true-time delay, so that

each pulse is emitted at the right time and the pulses are synchronized when they arrive at

the target [2–5, 20, 22, 140, 153]. Slow light can enhance the precision of the laser radar
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by allowing shorter pulses to be used. It can also increase the laser radar’s field of view, by

allowing the beam to be steered farther off-axis.

The pulses still need to be kept in phase with each other, so that they are coherent in

the far field. If the pulses are not coherent, they won’t interfere to create a single small,

bright spot. Instead, they will add incoherently, like multiple flashlights shining on a

single spot: the far-field spot will remain large (poor transverse resolution). An array of

incoherent emitters does not have any better transverse resolution than a single small emitter

[6, 152, 154–159].

Loss of coherence among the emitters also leads to reduced brightness in the far field, as

the same amount of optical power is distributed over a wider far-field spot. The Strehl ratio

is the ratio of the far-field spot’s actual brightness to its theoretical maximum brightness,

and it serves as a measure of the coherence of the pulses. When the pulses are fully coherent,

the Strehl ratio is one (the maximum). As the pulses become less coherent with each other,

the Strehl ratio is reduced, until it becomes the reciprocal of the number of emitters [6];

for example, if there are ten emitters and they are fully incoherent, the Strehl ratio will be

0.1. A reduced Strehl ratio means the target is being illuminated with less intense light,

so the target reflects a lower intensity and a lower intensity reaches the optical detector.

This can reduce the signal-to-noise ratio, which in turn can reduce the maximum range or

longitudinal resolution of the laser radar [152].

A slow-light laser radar called SLIDAR has been demonstrated [3–6]. The system

consists of three emitters arranged in a right triangle, to allow two-dimensional steering. Two
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different slow light mechanisms allow compensation of the group delay in both transverse

dimensions. In this chapter, I present the phase locking techniques used in SLIDAR.

The phase locking system is simple, inexpensive, and reasonably effective, and it allows

the proper phasing of each emitter. An electro-optic phase modulator (EOM) in each

emitter’s signal channel acts as the phase controller, and the signal is monitored using

a single-quadrature phase detector in a heterodyne configuration. A feedback control

circuit maintains phase lock with a root-mean-square (RMS) phase error of π/5 radians

(1/10 wave), giving a Strehl ratio of 0.8. The EOM has only a finite phase compensation

range, while the phase errors of the system can accumulate indefinitely; this problem is

overcome using a novel fast 2nπ phase snapback circuit, which rapidly changes the EOM

phase by 2nπ radians when the EOM nears the end of its phase compensation range.

2.1 Theory

In a phased-array laser radar with a fixed emitter configuration and constant power, the

intensity of the received optical signal is directly proportional to the Strehl ratio, or the

ratio of the actual peak combined intensity to the theoretical maximum in the absence

of phase noise [154, 155]. A hypothetical phase locking system with infinite bandwidth

(instantaneous response) would have no residual phase error, and its Strehl ratio would be 1.

Of course, all causal phase locking systems will have some finite residual phase error, so

the actual Strehl ratio will be less than 1. In the total absence of phase lock, the Strehl ratio

drops to 1/N for an N-emitter system, and the transverse far-field resolution is degraded
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to the resolution of a single emitter, negating nearly all of the benefits of using multiple

emitters. The importance of phase lock to the proper operation of a coherently combined

phased-array system cannot be overstated.

The Strehl ratio can be estimated based on the measured phase noise of the system. In

this section, I model the phase errors of SLIDAR and find their influence on the Strehl

ratio. In doing so, I follow the derivation given by Nabors [154] for the grating Strehl ratio

(neglecting the impact of the emitter field profile).

The system has two main contributions to the phase error, both of which can be seen

in Fig. 2.1. The first is the residual phase error, or the small amount of phase noise that

remains after correction by the phase control system. The second is the error due to 2nπ

phase snapback events. Both are random processes, and their statistics depend strongly on

environmental conditions, such as temperature fluctuations and vibrations. To gain some

insight into their respective effects, I make some simplifying assumptions. First, I take

the residual phase noise to have a normal distribution with zero mean and variance σ2,

and I assume that the phase noise at one moment is independent of the phase noise at a

different time (meaning the residual phase noise is a stationary process). Second, I model

the snapback process as a linear 2nπ phase ramp of duration τ that occurs at random times,

with the snapback times having a Poissonian distribution with rate r. Finally, I assume each

emitter’s noise processes are statistically independent of those of the other emitters.
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Figure 2.1. Phase noise before and after correction by the phase control system. In this
8 ms sample, the phase error consists of two parts: the zero-mean residual phase error and
the 4π snapback event that occurs at 4 ms. Only the phase error modulo 2π affects system
performance. (From Ref. 6; used by permission.)

2.1.1 The effect of residual phase error

Assume that each of N emitters have identical field profiles u0(x,y), each with identical

amplitude, relative position (x j,y j), and random phase φ j. Then the total field is given by

u(x,y) = u0(x,y)∗
N

∑
j=1

δ (x− x j,y− y j)exp(iφ j) = u0(x,y)∗g(x,y), (2.1)

where the asterisk indicates convolution, and δ (x,y) = δ (x)δ (y) is the two-dimensional

Dirac delta. The function g(x,y) is called the near-field grating function. In the Fraunhofer

regime, the far field U( fx, fy) is equal to U0( fx, fy)G( fx, fy), where

U0( fx, fy) =
∫∫

u0(x,y)exp[i2π( fxx+ fyy)]dxdy (2.2)
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is the far-field pattern produced by a single emitter, and

G( fx, fy) =
N

∑
j=1

exp[i2π( fxx j + fyy j)+ iφ j]. (2.3)

is the far-field grating pattern. The far-field intensity can then be expressed as

I( fx, fy) = |U( fx, fy)|2 = |U0( fx, fy)|2|G( fx, fy)|2. (2.4)

Assuming the far-field intensity has a peak at I(0,0), the Strehl ratio can be defined as

S =
〈I(0,0)〉
Imax(0,0)

=
|U0(0,0)|2

〈
|G(0,0)|2

〉
|U0(0,0)|2 [|Gmax(0,0)|2]

=

〈
|G(0,0)|2

〉
|Gmax(0,0)|2

, (2.5)

where angle brackets indicate the expected value. Evaluating |G(0,0)|2 gives

G(0,0)G∗(0,0) =

[
N

∑
j=1

exp(iφ j)

][
N

∑
j=1

exp(−iφ j)

]
=

N

∑
j=1

[
1+2

N

∑
k= j+1

cos(φ j−φk)

]
,

(2.6)

which reaches its maximum value of N2 when the φ j are equal. Then, |Gmax(0,0)|2 = N2,

and

S =
1

N2

〈
|G(0,0)|2

〉
=

1
N2

N

∑
j=1

[
1+2

N

∑
k= j+1

〈
cos(φ j−φk)

〉]
. (2.7)
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Considering only the effects of the zero-mean (normally distributed) residual phase error,

the innermost term of Eq. (2.7) becomes

〈
cos(φ j−φk)

〉
=
∫∫ 1

2πσ2 exp

(
−φ 2

j −φ 2
k

2σ2

)
cos(φ j−φk)dφ j dφk = exp(−σ

2). (2.8)

Then

S =
1

N2

N

∑
j=1

[
1+2

N

∑
k= j+1

exp(−σ
2)

]
=

1
N
+

N−1
N

exp(−σ
2). (2.9)

(This expression matches the expression given by Nabors for the case of uncorrelated

phase errors [154].) One can see this expression is the sum of incoherent and coherent

contributions. In the limit of complete incoherence among the emitters (large σ ), the Strehl

ratio is 1/N, as would be expected for an incoherent sum. In the case of perfect coherence

and perfect phase synchronization (σ = 0), the Strehl ratio becomes 1.

2.1.2 The effect of snapbacks

A snapback event happens when the EOM reaches the end of its range and is quickly shifted,

or snaps back, by 2nπ in order to maintain phase lock. Here, I model the snapback event as

a linear phase ramp, shifting the phase by 2nπ at a constant rate over an interval τ . I define

the total phase error of each emitter as the sum of two stochastic processes

φ j(t) = φR, j(t)+φS, j(t), (2.10)
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where φR, j(t) is the (normally distributed) residual phase error of emitter j, as described

above. Here, φS, j(t) represents the snapback process in emitter j as follows: If a snapback

event occurs at time t0, then φS, j(t) = 2nπ(t− t0)/τ for t0 ≤ t < t0+τ , and τ is the duration

of a snapback phase ramp. For times at which no snapback occurs, φS, j(t) = 0. Snapback

events occur at random times, following a Poisson process; that is, they occur with an

average rate r (measured in events per unit time), and the probability that m snapback events

occur in an interval T is a Poisson random variable with dimensionless parameter rT

P(m;T ) = exp(−rT )
(rT )m

m!
. (2.11)

Note that the average rate r of snapback events does not change with time, although the

number of snapbacks in any interval depends on the length of the interval and will be rT on

average.

The snapback duty cycle, or average fraction of time spent in a snapback process, is

equal to rτ . Intuitively, the snapback duty cycle must be kept low [160], so one may assume

rτ � 1. A further simplifying assumption is that snapback events never overlap in time,

either on the same emitter or on different emitters. (It can be shown that this assumption is

slightly pessimistic, but in the limit of low snapback duty cycle it is accurate.)

To understand how snapback events impact system performance, consider the time-

averaged Strehl ratio. Define the time average of the Strehl ratio over an interval from t0 to
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t1 as

〈S(t)〉t0, t1 =
1

t1− t0

∫ t1

t0
S(t)dt. (2.12)

By substituting the definition of the Strehl ratio from Eq. (2.7),

〈S(t)〉t0, t1 =
1

N2

〈
〈|G(0,0; t)|2〉

〉
t0, t1

=

〈〈
N

∑
j=1

[
1+2

N

∑
k= j+1

cos(φ j(t)−φk(t))

]〉〉
t0, t1

=
1

N2

N

∑
j=1

{
1+2

N

∑
k= j+1

〈〈
cos[φR, j(t)−φR,k(t)+φS, j(t)−φS,k(t)]

〉〉
t0, t1

}
. (2.13)

The subscripted angle brackets indicate a time average, while angle brackets without a

subscript indicate a statistical average.

Next, consider the impact of a single snapback event on the expression in angle brackets

in Eq. (2.13). Assume that emitter j experiences a 2nπ snapback event of duration τ , such

that φS, j(t) = 2nπ(t− t0)/τ over the interval t0 to t0 + τ , while emitter k experiences no

snapback event. Then

〈〈
cos[φR, j(t)−φR,k(t)+2nπ(t− t0)/τ]

〉〉
t0, t0+τ

=

〈∫∫ 1
2πσ2 exp

(
−φ 2

j −φ 2
k

2σ2

)
cos[φ j−φk +2nπ(t− t0)/τ]dφ j dφk

〉
t0, t0+τ

=
〈
exp(−σ

2)cos[2nπ(t− t0)/τ]
〉

t0, t0+τ
= 0. (2.14)

In other words, an emitter undergoing a snapback makes no coherent contribution to the

time-averaged Strehl ratio during the time that the snapback is occurring. Conversely, if
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there is no snapback occurring, the coherent contribution to the time-averaged Strehl ratio is

as before,

〈〈
cos[φR, j(t)−φR,k(t)]

〉〉
t0, t0+τ

=
〈
exp(−σ

2)
〉

t0, t0+τ
= exp(−σ

2). (2.15)

One can think of each snapback (of duration τ) occurring in an interval T as reducing

the coherent contribution to the time-averaged Strehl ratio by an amount τ/T . If m snapback

events happen during the interval T , the coherent contribution will be reduced by mτ/T .

(For simplicity, I neglect edge cases, or snapbacks that happen very near the end of the

interval.) The probability that m snapbacks occur in an interval T is given by Eq. (2.11).

The expected value of the time-averaged Strehl ratio over an interval T with a given average

snapback rate r and residual phase noise variance σ2 is then

〈S(t)〉t0, t0+T =
1

N2

〈
〈|G(0,0; t)|2〉

〉
t0, t0+T

=
1

N2

∞

∑
m=0

P(m;T )
N

∑
j=1

[
1+2

N

∑
k= j+1

(
1− mτ

T

)
exp(−σ

2)

]

=
1
N
+

N−1
N

(1− rτ)exp(−σ
2). (2.16)

By comparing Eq. (2.16) to Eq. (2.9), one can see that the effect of snapbacks is to reduce

the coherent contribution to the time-averaged Strehl ratio by the factor (1− rτ).

As one might expect, the result given in Eq. (2.16) does not depend on t0 or T , only on

the snapback duty cycle rτ . To maximize the Strehl ratio, one must minimize both the rate r
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at which snapback events occur and their duration τ (or minimize the snapback duty cycle,

coinciding with the assumption rτ � 1). Interestingly, n, the number of 2π phase cycles in

each snapback event, influences the time-averaged Strehl ratio only indirectly. Increasing n

may decrease r, since larger jumps may mean fewer snapbacks, but it will generally also

increase τ , since a larger phase change will take longer to complete. The balance of these

effects depends on the actual parameters of the phase control system and the statistics of the

(uncorrected) phase noise. Of course, maximizing the Strehl ratio also means minimizing σ .

It bears repeating that the phase noise in a given system is highly dependent on several

variables, particularly temperature and vibration. The assumption of a stationary normal

(Gaussian) noise process is inaccurate for many models of phase noise, which often have

an RMS value that increases with time (and are therefore non-stationary processes). The

rate at which snapbacks occur depends highly on the phase noise in the system and may

well be non-Poissonian. Nevertheless, the above derivation gives a useful picture of how the

residual phase error and the snapback process affect the Strehl ratio, and in particular that

the snapback process does not significantly affect the Strehl ratio if the duty cycle is kept

low.
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2.2 Experimental apparatus

2.2.1 Optical system

The layout of the optical system is shown in Fig. 2.2. A fiber-coupled tunable laser generates

about 1 mW of continuous-wave (cw) light near 1550 nm. The laser feeds both a phase

reference arm and a pulse carver followed by several signal channels (three channels in

this system). The pulse carver consists of an intensity modulator driven by an arbitrary

function generator, as well as an erbium-doped fiber amplifier (EDFA) and fiber polarization

controllers. The reference arm is frequency-shifted by 55 MHz using an acousto-optic

modulator (AOM), and the frequency-shifted reference is used for heterodyne detection

to monitor the phase of each signal channel and maintain phase lock. The local oscillator

(LO) used by the AOM to frequency-shift the reference is also used by the phase locking

electronics in each channel.

Each signal channel contains a slow light delay module consisting of 2.2 km of single-

mode fiber (SMF), either dispersion-compensating fiber (DCF) or dispersion-shifted fiber

(DSF). The ratio of DCF to DSF in each module creates a relative dispersive delay between

each signal arm [30]. One of the delay modules also contains a counterpropagating pump

(not shown in Fig. 2.2) to induce stimulated Brillouin scattering (SBS) slow light [2, 22]. By

controlling the wavelength of the optical field and the pump power of the SBS module, one

can achieve independent group delay compensation in two orthogonal transverse dimensions.

Details of the group delay modules have been reported previously [3, 4].
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Figure 2.2. SLIDAR optical system schematic diagram. The output from a continuous-wave
laser is split between a pulse carver, which feeds three signal channels containing delay
modules, and a phase reference arm with an acousto-optic modulator (AOM) to shift the laser
frequency, driven by a 55 MHz local oscillator (LO). A fraction of each signal channel’s
output signal is heterodyned with the frequency-shifted phase reference, and phase locking
electronics (PL) use the heterodyne beat signal and the LO to determine the phase error and
drive an electro-optic modulator (EOM) to maintain phase lock. Inset: Emitter configuration,
as seen looking into the emitters. (From Ref. 6; used by permission.)

After the delay module, each signal channel contains an EOM to compensate for phase

errors, an EDFA to maintain constant output amplitude (particularly important to compensate

for the variable gain of SBS slow light), and an emitter (a fiber output coupler), as well as

a splitter to tap off a fraction of the output signal, a heterodyne detection setup, and phase

locking electronics, described below. All channels are phase locked to the same reference.

The system uses three signal channels, with the three emitters in a right triangle or L-shaped

arrangement that allows two-dimensional steering (shown in the inset of Fig. 2.2). Note that

the short length of fiber in each channel between the last splitter and the emitter cannot be

monitored for phase noise; this uncompensated fiber length is kept as short as possible to

minimize the phase noise it contributes to the system.

The pulse carver creates 6.5 ns pulses (FWHM) on a cw background of about 30% of

the peak power. The pulse duration is shorter than the response time of the phase control
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electronics, so the phase control circuit does not “see” the pulse. Only the cw background is

used by the phase control electronics.

2.2.2 Electronics

A block diagram of the phase control electronics is shown in Fig. 2.3. In essence, a

phase-sensitive detection is performed on each signal channel’s heterodyne signal, using a

phase-shifted version of the 55 MHz local oscillator as a reference; the result is a voltage

proportional to the phase difference between the heterodyne and the LO, which is passed to

a proportional-integral (P-I) controller. The phase-shifting of the LO allows each channel to

be phased independently, allowing full control over the far-field pattern. The P-I controller

consists of a loop filter with gain and a fast 2nπ phase snapback circuit. It filters the error

signal and drives the EOM. The design of the P-I controller is shown in Fig. 2.4. PSpice

circuit simulations and laboratory measurements of the loop filter transfer function show the

loop filter bandwidth to be about 2.3 MHz.

The phase error accumulates rapidly in the P-I controller, and the control signal to the

EOM cannot exceed the supply voltages of the loop filter. The half-wave voltage (Vπ ) of

the EOM used in this experiment is nominally 4 V, and the loop filter uses ±15 V supply

voltages, giving a phase actuation range of somewhat over 6π (allowing some margin).

To maintain phase lock over many optical cycles, a fast 2nπ phase snapback circuit is

implemented, which rapidly adds or subtracts 2nπ radians from the phase error being

tracked by the P-I controller whenever the controller’s output voltage approaches a voltage
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Figure 2.3. Block diagram of the SLIDAR phase control electronics. The 55 MHz local
oscillator (LO) is phase-shifted to allow independent, arbitrary phasing of each channel. The
heterodyne signal is amplified, its DC bias is removed by the bias T, and it is mixed with the
LO and then low-pass filtered (LPF) to perform a phase-sensitive detection of the heterodyne
signal. The resulting signal is then fed to the proportional-integral (P-I) controller. (From
Ref. 6; used by permission.)

supply level. In this way, the P-I controller is able to track an unbounded amount of phase

error. These brief (about 1.2 µs) phase snapback events do not impact performance as

long as the snapback duty cycle is kept low, as discussed in section 2.1. The operation of

the snapback circuit is as follows: When the loop filter’s output VEOM exceeds a certain

threshold (nominally 3Vπ or +12 V), an analog switch engages and strongly drives VEOM

toward negative voltages. Once VEOM is below a second, lower threshold (nominally Vπ or

+4 V), the analog switch disengages, and the loop filter resumes tracking, having shifted its

operating point by 2π radians of phase error. A corresponding process occurs for negative

values of VEOM. In practice the exact threshold voltages (as well as the resistor and capacitor

values) are tuned empirically to account for several parameters such as the drive strength

(maximum output current) of the analog switch and the response times of the switch and

the loop filter, and the circuit is typically adjusted to provide a 4π phase snapback. (It

was verified experimentally that the op-amp never enters saturation because the switch is

disengaged as soon as VEOM crosses the appropriate threshold.)
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Figure 2.4. Block diagram of the proportional-integral (P-I) controller. Includes the loop
filter and the fast 2nπ phase snapback circuit. The signal from the low-pass filter (LPF) in
Fig. 2.3 is the primary input to an integrating op-amp that tracks the phase error and drives
the EOM. When the op-amp output voltage VEOM exceeds ±3Vπ (nominally ±12 V), a
set-reset (S-R) latch engages an analog switch that quickly drives VEOM toward the opposite
polarity; the switch disengages once VEOM is within the range ±Vπ (nominally ±4 V). The
process typically takes about 1.2 µs. In practice, the comparator bias voltages and the resistor
and capacitor values are tuned for optimal snapback performance and are usually selected to
provide a 4π snapback. Some circuit elements are not shown, including buffering op-amps,
diodes, and a power-on reset circuit. (From Ref. 6; used by permission.)
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Figure 2.5. RMS residual phase error vs. approximate SBS gain. The RMS residual phase
error is about π/5 radians for all SBS gain values, with the SBS pump both broadened
and unbroadened. The dispersion-compensating fiber used to achieve dispersive slow light
performs similarly to the dispersion-shifted fiber used here to achieve SBS slow light,
including under changes in wavelength. (From Ref. 6; used by permission.)

2.3 Results and discussion

Figure 2.5 shows the phase locking performance of the phase control system in a single

SLIDAR channel containing 2.2 km of single-mode DSF, averaged over 20 s. Over this

time window, the RMS residual phase error is approximately π/5 radians (1/10 wave).

According to Eq. (2.16), the theoretically predicted Strehl ratio due to this RMS residual

phase error is about 0.8, which is comparable to results obtained in several other optical

phase locking systems [160, 161].

Phase lock is maintained in the presence of both SBS slow light and dispersive slow

light over the full range of operation. The varying SBS gain is compensated by the final

EDFA in each signal channel, which ensures a constant heterodyne signal level. Some slight

pulse shape distortion due to the SBS process is evident but does not affect the phase locking

performance. Broadening of the SBS pump, a common technique in SBS slow light [2, 22],

is found not to induce any differences in phase locking behavior. DCF, which is used only
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for dispersive slow light and not SBS slow light, sees the same phase locking performance

as unpumped DSF; further, the performance does not vary with wavelength.

The residual phase error was obtained by using an oscilloscope in a fast acquisition

mode to measure the RMS jitter between the local oscillator and the heterodyne signal.

Multiplying the RMS jitter (measured in picoseconds) by 2π times the LO frequency gives

the RMS phase error. The measurements were taken while the phase lock was operating, and

they include both optical and electronic contributions. The oscilloscope’s fast acquisition

mode allows repeated measurements of the RMS jitter over any desired duration, but at the

expense of losing the time traces, which cannot be directly recorded. The residual phase

error was observed not to change appreciably between acquisition times of 1 s and 20 s.

The uncorrected phase noise cannot be measured directly in this experiment, but adding

the residual phase error and the applied phase shift due to the EOM gives an estimate of the

phase noise. A sample trace of the phase noise obtained in this way was presented earlier, in

Fig. 2.1. The applied phase shift is estimated from a time trace of the EOM control voltage

(VEOM). The residual phase error is computed by performing software heterodyne detection

(mixing and low-pass filtering) on time traces of the local oscillator and the heterodyne

signal. Because the time traces must be sampled at more than twice the LO frequency of

55 MHz, the oscilloscope buffer is limited to traces of 8 ms duration.

Figure 2.6 shows an image of the far-field pattern. The pattern is observed to shift rapidly

without phase locking and to maintain its position with phase locking. (A real-time video

of the far-field pattern is available; see Ref. 6.) In this particular laboratory environment,
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Figure 2.6. Far-field pattern of the three-channel SLIDAR system. This is a representative
image from a real-time video showing the far-field pattern, both with and without phase
locking (image taken when phase locking is enabled). When phase locking is disabled, the
bright lobes in the far-field pattern shift rapidly, both horizontally and vertically, since the
points of constructive interference change with the emitter phases. When phase locking is
enabled, the lobes lock into place, with a small but still visible amount of jitter. (The video
is available online; see Ref. 6.)

the primary sources of phase noise are believed to be temperature changes and vibration

[160]. When observed for several minutes, the phase noise tends to drift continuously in

one direction (either positive or negative); this is believed to be due to diurnal temperature

changes. Under these conditions, using a 4π snapback rather than 2π tends to reduce the

rate of snapback events. The snapback rate r fluctuates, but the measured average is about

two snapback events per second. A single snapback event takes 1.2 µs, so the snapback duty

cycle rτ is about 2.4×10−6. At this low level, the snapback process has a negligible effect

on the Strehl ratio; even a duty cycle several orders of magnitude larger would not impact

the Strehl ratio noticeably. In this system, the maximum achievable snapback size is 4π ,

limited by the drive strength of the analog switch, the response times of various components,

and other factors, as discussed in section 2.2.2. While a larger snapback size might further
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reduce the impact of the snapback cycles on the residual phase error (see section 2.1.2), the

present system provides adequate performance for the purposes of SLIDAR.

Other researchers have developed several quite versatile phase locking techniques, such

as optical phase-locked loops (OPLL) [158, 159, 162] and LOCSET [163, 164]. However,

the slow light system precludes the use of tuning the source laser wavelength, as in an

OPLL, and requires that all signal channels operate at the same frequency, unlike LOCSET.

Further, the phase locking system presented here does not require the complex and expensive

signal processing electronics used by such feedback control methods as stochastic parallel

gradient descent (SPGD) optimization [165–167]. (Of course, a fast 2nπ snapback process

can certainly be implemented in a digital signal processing system.)

2.4 Conclusion

The phase locking system presented here is simple and effective, using an electro-optic phase

modulator and a feedback circuit with a fast 2nπ phase snapback to allow unlimited phase

actuation range. The system maintains phase lock among three channels of 2.2 km each of

single-mode fiber while utilizing two different slow light techniques, with the RMS residual

phase error around π/5 radians and the resulting Strehl ratio around 0.8. The phase locking

approach is scalable to many more channels, as each channel is independently locked to an

optical reference. The approach presented here should also be applicable to coherent beam

combining, in which fiber lengths are typically limited to tens of meters.
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Chapter 3

Multivariate Optical Computing for

Spectrum Recognition

Spectroscopy is a proven way to identify solids, liquids, and gases. Every substance has a

unique spectrum, like a fingerprint. Molecular identification, chemical identification, and

spectrum recognition are names for the task of analyzing a spectrum to determine what

substance produced it. Usually, to identify a substance, a spectrometer digitally records

a spectrum, and then a computer algorithm analyzes the digital spectrum and matches its

features against a database of known spectra. The most common algorithms are part of a

class of computationally intensive methods called multivariate regression techniques, such

as partial least squares (PLS) and principal component analysis (PCA).

But even before the spectrum reaches the computer, it must first be recorded, and

that can take quite a bit of time. Many spectral signatures are very weak. Weak signals

require a long time to detect, usually known as integration time. For example, in Raman

spectroscopy, one of the most popular modes of spectroscopy for molecular identification,
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it is not uncommon to record for several minutes before obtaining an adequate spectrum,

compared to milliseconds for an absorption spectrum with high brightness.

Optical processing can alleviate these problems. A traditional optical spectrometer

records all of the features of a spectrum at once, dispersing light over an array of detectors.

But when one knows what one is looking for, it can be much more efficient to create

a set of custom optical elements, called spectral matched filters, that match the spectra

of the substances of interest. Light passing through a spectral matched filter produces a

bright signal when the incoming spectrum matches the filter or a dark signal when they

are mismatched. The output of the spectral matched filter is focused onto a single detector,

instead of being spread out over a whole array of detectors, so the signal strength much

higher (known as the Fellgett advantage, or multiplex advantage [168]). The integration

times can be shorter and the detection process is faster and more sensitive—and because

the spectral matched filters are customized to the spectra of interest, the system can be

just as selective as a traditional spectrometer. This approach has been called by many

names, including multivariate optical computing: multivariate because of its relationship to

multivariate regression, and optical computing because the computation is done optically

rather than digitally. Other names include compressive detection, predictive spectroscopy,

optical regression, and information-efficient spectroscopy. Multivariate optical computing

has other potential benefits, such as improved environmental robustness and reduced need

for digital computer power. It may even be possible to miniaturize multivariate optical
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computers and make them part of on-chip spectrum recognition systems. These are important

advantages for field-deployed molecular identification systems.

A number of multivariate optical computer (MOC) designs have been proposed in the

past. Some approaches use a fixed spectral matched filter (sometimes called a multivariate

optical element), made for instance from a thin-film interference filter [169, 170] or a

custom holographic grating [171–174]; however, such filters are difficult to make and are

not reconfigurable. Another type of MOC disperses the light spatially, such as with a grating,

and then uses spatial filters to modify the spectrum [175]. When the filter is implemented

using a computer-controlled spatial light modulator (SLM) or digital micromirror device

(DMD), the filter is easy to make and easy to reconfigure [176–182]. Related techniques

have been proposed for use in hyperspectral imaging [183–188]. (In this chapter, the term

SLM is used to refer only to liquid crystal SLMs and not to DMDs, although some of the

principles presented below also apply to DMDs.)

In this chapter, I present a MOC that uses a spatial light modulator in a configuration that

is potentially more efficient than existing designs, allowing chemicals to be identified more

rapidly. The liquid crystal SLM can implement arbitrary filter coefficients natively; DMD

mirror states are binary and arbitrary coefficients must be implemented by toggling the

mirrors and averaging the results, resulting in increased complexity and potentially slower

measurements. Previous SLM-based designs have implemented only a single spectral

matched filter at a time on the SLM, while the present design can have more than one

simultaneous filter. The advantages of this new design could allow even faster molecular
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identification. (Additionally, this design uses a commercial, off-the-shelf SLM, unlike some

previous designs based on custom-made SLMs.) The experimental demonstration of the

technique in this chapter uses absorption spectroscopy, but it is equally applicable to Raman

spectroscopy and other emission-type modes of spectroscopy.

The primary improvement over previous techniques is in the use of the SLM: A vertical

input slit is imaged onto a reflective SLM. A grating in the imaging path disperses the

slit images horizontally across the SLM array. The SLM pixel columns impart a tilt onto

the reflected light using a blazed phase grating; the period of the blazed grating controls

the tilt angle, and the reflectance can be varied by controlling the efficiency of the blazed

grating. In this way, the SLM implements an arbitrary set of spectral filter coefficients

(reflectances). Through two methods covered in section 3.4, the SLM can be divided into

multiple zones, each of which directs light toward a different detector. This allows multiple

spectral matched filters to be implemented simultaneously on the SLM, which speeds up the

molecular identification task.

3.1 Spectral correlation

Spectral matched filtering, or spectral correlation, is often used to determine the resemblance

of a sample spectrum to a set of known spectra. It is the fundamental optical computation

operation performed by a MOC. An input spectrum s j is one of NS different spectra,

each representing a different substance or chemical to be identified. The spectrum s j is
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passed separately through each of several different matched filters ak (these matched filters

are implemented on the SLM). The total transmission through each filter is equal to the

correlation (inner product) c j,k of the filter’s spectral response and the input spectrum

c j,k = sT
j ak. (3.1)

(Here, lowercase italicized letters represent scalar quantities, lowercase bold letters represent

column vectors, uppercase bold letters represent matrices, the superscript T indicates a

vector or matrix transpose, and discretized spectra and filters are represented as N-element

vectors.) If the filters are properly chosen, the filter corresponding to s j will have the highest

total transmitted power, and other filters will have no transmitted power. The ideal results

are c j,k = δ j,k, where δ j,k is the Kronecker delta (δ j,k = 1 if j = k and 0 otherwise). The

spectrum recognition operation consists of performing spectral correlations of the spectra s j

with the matched filters ak that result in correlation coefficients c j,k = δ j,k.

What are the optimal filters ak that identify the different chemicals? If the source

spectra and filters are written as rectangular N×NS matrices S =
(
s1 s2 . . .

)
and A =(

a1 a2 . . .
)
, then the ideal response for the spectrum recognition task is

C = ST A = I, (3.2)

where C is a correlation matrix whose elements are c j,k ( j is the column index, and k is the

row index), and I is the NS×NS identity matrix. There are many possible matrices A that
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satisfy Eq. (3.2), assuming the spectra that make up the columns of S are linearly independent.

One solution is found using the Moore–Penrose pseudoinverse. The pseudoinverse of ST ,

written as (ST )+, has the property that

(ST )+ST = I. (3.3)

Left-multiplying Eq. (3.2) by the pseudoinverse and substituting Eq. (3.3) yields

(ST )+C = (ST )+ST A = (ST )+I. (3.4)

Simplifying Eq. (3.4) yields

A = (ST )+. (3.5)

In other words, the ideal matched filters ak are the columns of (ST )+. (In fact, the ak may be

the columns of any left pseudoinverse of ST , not just the Moore–Penrose pseudoinverse. For

simplicity the Moore–Penrose inverse is used exclusively here, but there is the possibility

that a different left pseudoinverse may have experimental advantages.)

3.1.1 Measuring concentrations and mixtures

Smith and coworkers showed in Ref. 180 that these same filters ak can be used to measure

linear combinations, or mixtures, of the s j. If a spectrum c js j + c j′s j′ is incident on these

filters, then the inner product of the spectrum with a j is c j, and the inner product with a j′ is
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c j′ . For Raman spectroscopy, or other modes of spectroscopy in which the spectral intensity

is proportional to the chemical concentration, the coefficients c j and c j′ are proportional

to the molar concentrations of the two components. (This assumes the components do

not react when mixed, and no nonlinear or other optical interactions occur between the

components.) If one is careful to observe proper scaling when recording the s j, then the

spectral matched filters ak will produce correlation coefficients c j and c j′ exactly equal to

the molar concentrations.

However, absorption spectroscopy is governed by the Beer–Lambert–Bouguer Law,

which states that the light transmitted through an absorbing chemical is proportional to the

negative exponential of the concentration:

I/I0 = e−εLc, (3.6)

where I/I0 is the transmitted intensity fraction, ε is the molar extinction coefficient, L is

the optical path length through the chemical, and c is the molar chemical concentration.

(Equivalently, ε times c is equal to the absorption cross-section times the number density.)

Due to this exponential relationship, changes in concentration lead to a change in the

shape of the absorption spectrum, not a simple linear scaling of the spectral intensities. At

low concentrations, the intensity transmission is nearly linear with the concentration. To

measure higher chemical concentrations using absorption spectroscopy, one must effectively

linearize the exponential, by taking the spectra of several different concentrations of a

single chemical and treating these naively as independent “components,” then interpolating
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the actual concentration [170]. Multiple s j are used to represent different concentration

ranges of a single chemical. If mixtures of multiple chemicals are used, then in general,

both the individual chemical spectra and the spectra of their mixtures must be represented

among the s j, including mixtures with varying chemical concentrations [189]. Despite these

difficulties, absorption spectroscopy is a convenient laboratory alternative for testing the

optical computation methods described here, and the methods themselves apply equally

well to other forms of spectroscopy.

3.1.2 Implementation on an SLM

The matched filters ak consist of real numbers, both positive and negative, of any scale. The

SLM, though, can only implement reflectances (matched filter values) between zero and one.

The most common approach is to separate the positive and negative values into separate

filters, and scale each filter so its maximum value is unity (and scale the detected power by

the corresponding factor).

Define two filters a+k and a−k containing respectively the positive and negative elements

of ak, such that the elements of each filter are

a+k,i =

{
ak,i if ak,i > 0,
0 if ak,i ≤ 0

and a−k,i =

{
0 if ak,i ≥ 0,
−ak,i if ak,i < 0.

(3.7)
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Then, find the maximum value for each filter

m±k = max
i

∣∣∣a±k,i∣∣∣ , (3.8)

where the ± symbol represents either sign. Finally, define the scaled filters

b±k = a±k /m±k . (3.9)

The scaled filters b±k have values on a scale of zero to one and can be implemented on the

SLM.

When the spectrum s j is illuminating the SLM, the power arriving at the detector can be

expressed as

P = sT
j r+Pj,bg. (3.10)

The vector r represents the SLM reflectance, normalized to a scale from zero to one. The

SLM response is controlled by changing r. When the SLM reflectance for a given wavelength

is at a maximum, the corresponding element of r is unity; when the SLM reflectance for

a given wavelength is at a minimum, the corresponding element of r is zero. When all

elements of r are zero, the power measured is the background power Pj,bg. (Each source has

a different background power, hence the j subscript.)

To compute the correlation coefficient c j,k for a source s j and a filter ak, a series of three

measurements must be made. First, the background power Pj,bg must be measured, by setting
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r = 0. Next, r must be set to the normalized filters b+
k and b−k , producing measurements P+

j,k

and P−j,k, respectively. Finally, the correlation coefficient can be computed by subtracting the

background, scaling the results, and subtracting the negative part from the positive part, as

follows:

c+j,k = (P+
j,k−Pj,bg)m+

k , (3.11)

c−j,k = (P+
j,k−Pj,bg)m−k , (3.12)

c j,k = c+j,k− c−j,k. (3.13)

It is straightforward to show that this c j,k is equal to the one defined in Eq. (3.1). Thus,

Eq. (3.13) shows that the spectral correlation of s j with ak can be achieved with three

measurements and a simple calculation.

The values of s j are recorded using a particular mode of operation that I have termed

a spectral scan. A spectral scan of the source with index j works as follows: First, r is

set to
(
1 0 0 . . .

)
, and the first element of s j is set to the recorded power (minus the

background power Pj,bg). Then, r is set to
(
0 1 0 . . .

)
, and the next element of s j is

recorded. This continues until all the elements of s j have been recorded. The elements of s j

are essentially the spectral powers of source j, as recorded by the experimental apparatus.

The spectral vectors s j must be measured using the MOC before the spectral matched

filters ak can be computed. This can be seen as a form of training data, and once the s j are
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measured and the ak have been computed, spectrum recognition measurements can be made

repeatedly and rapidly.

The source intensity can fluctuate, and the fluctuations must be accounted for in the

measurement process. If the fluctuations are rapid, the source itself must be monitored. If

the fluctuations are slow, an alternative procedure can normalize the data. When the spectral

powers s j are first measured, the background powers Pj,bg are recorded and stored with

the data. When the spectrum recognition powers P±j,k are taken, the background powers

are again measured; call them P′j,bg. After these background powers are subtracted from

P±j,k, the residues are then scaled by Pj,bg/P′j,bg; equivalently, in Eqs. (3.11) and (3.12), the

scaling constants m±k are replaced by m±k (Pj,bg/P′j,bg). A similar normalization procedure

can be used during the measurement of s j, by measuring the background power occasionally

and fitting the change in background over time to a low-order polynomial or other slowly

changing function, then normalizing s j by the fitted background function.

3.1.3 MOCs vs. traditional spectrometers

Multivariate optical computing offers a better signal-to-noise ratio (SNR) than traditional

spectrometers; this is true for both scanning and non-scanning spectrometers. Scanning

spectrometers, including the Czerny–Turner design and Fabry–Pérot interferometers, consist

of some sort of monochromator followed by a single detector. The monochromator scans

over the spectrum, and as it scans, the spectrum is recorded by the detector. The monochro-

mator blocks most of the input light, allowing only a narrow wavelength range to pass. This
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results in a low SNR. Non-scanning spectrometers disperse light over an array of detectors

and read out the entire spectrum simultaneously, so they are much faster than scanning

spectrometers. But each detector element still only sees a reduced amount of light, meaning

the SNR is the same as for a scanning spectrometer of the same spectral resolution.

In contrast, a MOC combines multiple parts of the spectrum and directs them toward a

single detector. Much more of the input light reaches the detector with each measurement,

and the higher light levels lead to a higher SNR. This is sometimes known as the Fellgett

advantage or multiplex advantage [168]. The increased SNR can mean more precise

measurements as well as reduced integration times. Only one or a few readings are taken

to identify a sample, so a MOC can be faster even than a non-scanning spectrometer,

due to reduced integration times. If signal strengths are particularly low, as with Raman

spectroscopy and certain other methods, a MOC may be necessary simply to have a high

enough SNR to take a reliable measurement.

The choice of using a traditional spectrometer or a MOC to build a system for molecular

identification depends on several tradeoffs. MOCs are probably best suited for repeated

identification problems in which a few known substances are distinguished from each other.

MOCs are optimized for a specific molecular identification task, and they perform that

task well but need to be reconfigured or replaced in order to be used for a different task.

Spectrometers are more general and more flexible (though a MOC using a reconfigurable

element such as a spatial light modulator can be nearly as flexible).
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All MOCs require some initial training data, either from an existing spectroscopic

database or from taking a series of training measurements with the MOC itself. It wouldn’t

make sense to obtain all this training data only to perform a single measurement. But once

the training data is in hand, it may be simpler to build a molecular identification system

based on a MOC than one based on a traditional spectrometer. And a MOC can’t identify

new substances that it hasn’t been designed to recognize—essentially no automated system

can do this, beyond perhaps indicating the dissimilarity between a sample spectrum and a

set of known spectra. In a philosophical sense, this is indicative of one of the main features

(and drawbacks) of molecular identification: when one is searching for something, one must

know not only what one is looking for but also what other things may be present that one

does not wish to find.

It is not clear whether a MOC or a traditional spectrometer is the best tool for distin-

guishing among millions of different chemicals at the same time; a MOC might still provide

an SNR improvement but would require a unique measurement for each possible chemical.

There may well be some fundamental limit on the number of different spectra that can be

distinguished for a given SNR or for a given signal strength, but the discovery of such a

limit is not pursued here.
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3.2 Experimental setup

An experiment diagram is shown in Fig. 3.1. A white light source is coupled into a vertical

slit, which is followed by a polarizer. The white light passes through an optional absorption

filter, and light passing through the filter (or the unfiltered white light) constitutes the input

spectrum. The optical system projects the input spectrum onto the columns of a reflective

phase-only SLM; for example, a spectrum consisting of two discrete spectral lines would

illuminate two columns of the SLM. Each of the SLM columns imparts a tilt on the reflected

spectrum, directing the reflected light downward towards a detector. The tilt is implemented

as a blazed phase grating, and the efficiency of the blazed grating controls the amount of light

reaching the detector, on a normalized scale from 0 (minimum efficiency) to 1 (maximum

efficiency). The reflectances of the SLM columns are represented as the normalized vector r

and are used to implement the coefficients of the scaled matched filters (the b±k ). The optical

system recombines all of the deflected light into a single beam arriving at the detector. The

result is an optically computed correlation between the input spectrum and the matched filter

on the SLM.

First, the SLM response is calibrated according to a procedure described in Appendix A.

Next, spectral scans are taken of the white light source with no filter and with two doped

glass filters, one doped with didymium (a combination of neodymium and praseodymium)

and one with holmium. These three spectral scans are the s j and are used to generate the

scaled filters b±k that perform the spectrum recognition task. The b±k are each put on the

SLM in turn, and power measurements are taken as the source spectrum is changed (no
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Figure 3.1. Multivariate optical computer (MOC) experiment diagram. PM: pickoff mirror,
positioned below the input beam. The path length from the slit to the SLM matches the path
length from the SLM to the detector. The polarizer is oriented vertically.

filter, didymium filter, holmium filter). These power measurements are used to compute the

spectral correlation coefficients c j,k.

3.2.1 Source and filters

The source is a Fostek microscope white light source with a fiber-coupled output. A

stabilized 150 W power supply drives an EKE-type halogen bulb, and the source is operated

at about 20% of its maximum output power. The source is allowed to warm up for 30 to

60 minutes before experimentation begins. The source spectra are created by two rare-

earth-doped glass filters, one doped with didymium (a combination of neodymium and

praseodymium) and one doped with holmium. The didymium filter is an FGB67 filter

(Thorlabs, Inc.), 2 mm thick, 25 mm in diameter, made from Schott BG36 glass. The
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Figure 3.2. Spectra of the white light source and filters. (a) White light spectrum with no
filter (NF), didymium filter (Di), and holmium filter (Ho), as measured by the Ocean Optics
USB2000 spectrometer. Standard deviations are too small to be discernible and are not
shown. (b) Transmission spectra of the didymium (Di) and holmium (Ho) filters, computed
from the data in (a). Central lines show averages across multiple recordings, and thin outer
lines show averages plus and minus one standard deviation.

holmium filter is an NT66-918 filter (Edmund Optics, Inc.), 3 mm thick, 25 mm in diameter,

made from Schott S-8047 glass. The spectra of these two filters include some overlapping

and some non-overlapping features across the visible spectrum. The white light source itself,

with no absorption filter, is used as a third input spectrum. All three spectra are shown in

Fig. 3.2(a), and the transmission spectra of the two filters are shown in Fig. 3.2(b). The

two filters are mounted on a rotating filter wheel, allowing easy selection and consistent

positioning. (An empty position on the filter wheel is used for the no-filter case.)
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The input light is collected and directed through the filter into an adjustable vertical slit.

A pickoff wedge directs a small portion of the input light towards a USB2000 commercial

spectrometer (Ocean Optics, Inc.). The remainder of the optical system images the slit onto

the SLM and re-images the reflected light from the SLM onto the detector. Because of this,

the width of the input slit partially determines the spectral resolution of the system, and a

narrower slit means a narrower slit image on the SLM and finer spectral control. However, a

narrower input slit also means that less light is allowed into the system. The slit does not

have a gauge to indicate the size of its opening, but it is about 2.5 mm wide when fully open,

and during the experiment it is closed to allow only about 5% to 10% of the light to pass.

The entire experiment is enclosed in a custom-crafted black foam-core box, and ad-

ditional sub-enclosures help further reduce stray light within the experiment. Black felt

skirts and shrouds protect edges and seams both inside and outside the enclosure. With

the enclosure and shrouds in place, turning the room lights on or off produces no change

in the reading of the detector, which has a sensitivity of about 0.6 pW. The first mirror,

filter, slit, pickoff wedge, and second mirror are mounted on a dovetail rail for collinearity

and experimental ease. The pickoff wedge causes the beam to deflect slightly, but slight

adjustments to the other elements compensate for this.

3.2.2 Broadband 2F–4F system

In principle, the input slit is imaged through a grating onto the SLM, and light reflected from

the SLM is re-imaged through the grating onto the slit. The SLM imposes a vertical tilt on
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some columns (wavelength bins), and at those wavelengths, the image appears below the

slit. A pickoff mirror located below the input beam allows the lower image to be directed to

a detector. The path length from the input slit to the SLM is equal to the path length from

the SLM to the detector.

However, the SLM is a phase-only device. In order to impart wavefront tilt, it must be

in the Fourier plane of a canonical 4F optical processor. To make this a possibility, the

system is anamorphic, meaning it has different focal lengths in the x and y directions. (Here,

x refers to the horizontal axis that is transverse to the direction of light propagation, y is

vertical, meaning normal to the optical table, and z is the direction of propagation.) In the

x–z (horizontal) plane, the system is an imaging system, with the input slit located in the

object plane, the SLM located in the intermediate image plane, and the detector in the final

image plane. However, in the y–z (sagittal) plane, the system’s focal length is longer, and

the SLM is located in the Fourier plane of the input slit. The vertical tilt imparted by the

SLM becomes a vertical deflection in the detector plane. (The pickoff mirror in Fig. 3.1 is

not exactly in the detector plane, but it is positioned where the downward-deflected image

has separated from the undeflected image and where it does not obstruct the input beam.)

This system is a traditional imaging system in one axis and a 4F system in the other axis,

and I refer to it as a 2F–4F system.

The 2F–4F imaging system consists of a 50.8 mm spherical achromatic doublet lens

with a 500 mm focal length and a 60 ×62 mm cylindrical lens with a 300 mm focal length.

The cylindrical lens is oriented to focus in the x–z plane (i.e., the cylindrical axis is along the
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y axis). The lenses are positioned to demagnify the slit image slightly (enhancing spectral

resolution) and adjusted to reduce image aberrations, and they are mounted on a dovetail

rail for easy adjustment and for collinearity. The effective focal lengths are 500 mm in the

y–z plane and about 250 mm in the x–z plane.

A 50 mm square, 300 line/mm blazed (ruled) grating disperses the spectrum spatially

into separate slit images on the SLM, ensuring different wavelengths land on different SLM

columns. The operating bandwidth of the system is determined by the size of the SLM, the

pitch of the grating, and the distance between the two, and the spectral resolution of the

system is limited by the slit width, the cylindrical lens line width (the cylindrical analog of

spot size), and the SLM pixel pitch. The SLM is positioned near enough to the grating that

the SLM covers the visible range. The flat grating in the imaging path causes a small amount

of field curvature; to correct this, one can use a flat-field grating (which is a grating with a

curved surface) or a field-flattening cylindrical lens, but in this experiment the curvature is

small enough to be neglected.

3.2.3 SLM operation

The SLM is a computer-controlled, 1024×768-pixel, reflective, phase-only liquid-crystal-

on-silicon (LCOS) SLM from Cambridge Correlators, Inc., and it is controlled using a

computer’s VGA port. This SLM has a phase range of about 0.8π radians at 633 nm, and

the SLM pixel pitch is 9 µm in both x and y. Its columns are used to tilt the wavefront

downward, with a different (controllable) efficiency at each wavelength. The wavefront tilt
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is achieved using a blazed grating, which acts like a phase ramp. For maximum efficiency,

the period of the blazed phase grating is chosen to be an integer number of pixels. In this

experiment, a 2-pixel blazed grating is used, because it was found experimentally to have

the highest efficiency and to give the best separation from the front-surface reflection of the

SLM. (A 2-pixel blazed grating is functionally equivalent to a 2-pixel sinusoidal grating,

due to the Nyquist limit.)

In the normal mode of operation, a scaled matched filter is put on the SLM (i.e., r = b±k ).

However, a spectral scan can be taken by setting r =
(
1 0 0 . . .

)
, taking a reading from

the detector, then setting r =
(
0 1 0 . . .

)
, taking a reading, and so forth. In this spectral

scan mode, the MOC operates as a scanning spectrometer, without the advantages of a MOC

but with the ability to record an entire spectrum. The spectral scan mode is used to measure

the s j, which are then used to compute the ak.

In order to speed data acquisition in the spectral scan mode, each group of 16 columns

of SLM pixels is manipulated as a single wavelength “bin,” giving 64 wavelength bins total.

The entire experiment is operated using 64 wavelength bins.

3.2.4 Detection

A pickoff mirror located before the cylindrical lens and below the input beam redirects

the deflected output beam toward the detector. The detector is placed such that the path

length from the input slit to the SLM equals the path length from the SLM to the detector;

this is necessary for an image to form. (The exact placement of the detector is adjusted
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experimentally to reduce aberrations.) A Newport 2936-R power meter with a Newport

918D-SL-OD3R calibrated silicon sensor is used as the detector; this power meter/sensor

combination is sensitive down to about 0.6 pW and takes readings about once or twice per

second.

3.2.5 Control and processing

Virtually the entire experiment is automated. The filter wheel must be turned manually

to select a new source filter, but otherwise, the experimental enclosure never needs to be

opened once the experiment is aligned. Extensive software was written in the LabVIEW

environment (National Instruments, Inc.) to control the SLM and acquire data from the

power meter and USB2000 spectrometer. The LabVIEW software is robust and fault-

tolerant, running for weeks at a time without interruption or failure. An advanced parallel

architecture makes the software particularly responsive. A command file tells the LabVIEW

software what images to display on the SLM and how many readings to take for each image.

Software was written for MATLAB (The MathWorks, Inc.) to generate command files for

the LabVIEW software and to analyze the resulting data. The LabVIEW software totals over

20000 nodes, and the MATLAB software totals over 40000 lines of code, all custom-written

for this experiment.
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3.2.6 Optical design tradeoffs

A number of design tradeoffs must be made for any system utilizing a grating and SLM. The

tradeoffs primarily concern the physical size of the system, the operating bandwidth, the

spectral resolution, and the amount of optical power available (which directly determines

integration time).

The pixel pitch of the SLM determines the pitch of the vertical blazed grating on the

SLM, which in turn determines the deflection angle of the output image. The output image

cannot overlap the entrance slit (or the SLM front surface reflection, which is re-imaged

onto the entrance slit). So once the deflection angle is determined, the focal length of the

optical system is also determined.

The grating pitch and the distance between the grating and the SLM determine the total

resolvable bandwidth of the system. Ideally, these parameters should be chosen so that

the spectrum of interest exactly fills the SLM, in order to maximize the spectral resolution

achievable.

The slit width is an important tradeoff between the total power reaching the detector and

the spectral resolution of the system. A wider slit increases the power to the detector but

also broadens the width of the image on the SLM columns, decreasing spectral resolution.

Arranging the optics to demagnify the slit image at the SLM can improve spectral resolution

somewhat. Optical aberrations can also reduce the spectral resolution by broadening the line

spread function. The number of SLM pixel columns in a wavelength bin is also a tradeoff

between spectral resolution and amount of light per column. One would like ideally to use
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each column of SLM pixels independently, but optical power limitations may require the

use of multi-pixel columns. The ultimate limit here is the dynamic range of the detector;

the detector must be able to register the change in output power due to switching a single

column on and off, particularly in spectral scan mode. The minimum detectable difference

determines how wide the columns must be. Data acquisition time may also dictate using

wider columns. The number of SLM pixel columns puts an ultimate limit on the number of

resolvable spectral lines. In this experiment, however, the spectral resolution is limited by

the slit width and optical aberrations; no improvement in resolution was evident when the

SLM was divided into a larger number of wavelength bins, and the noise increased.

One of the most important parameters of the system is the detection limit of the detector,

which is related to the signal to noise ratio (SNR) of the system. The vertical size of the

entrance slit influences the total optical power that reaches the detector (assuming a filled

slit; an under-filled slit is effectively the same as a smaller slit). Some additional sensitivity

can be gained by increasing the averaging time or integration time of the power meter,

though of course this increases the time required to make measurements. The clear aperture

of the lenses, grating, and SLM can all limit the amount of light reaching the detector. The

spectral radiance of the source should be as high as possible to maximize the SNR. One

possibility is to use a high-radiance source to take the training data and then use a weaker

source to perform the spectrum recognition task.

As mentioned in section 3.2.2, the flat grating in the imaging path induces field curvature.

Because of the relatively long horizontal focal length of the system (250 mm) and the
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relatively broad pitch of the grating (300 line/mm), the field curvature is not found to be

significant in this experiment, and a field-flattening cylindrical lens inserted near the SLM is

not observed to improve the image quality noticeably. However, in a system with a shorter

focal length or a finer-pitched grating, field curvature may need to be corrected. The effect

of field curvature would be to reduce the spectral resolution of the system due to blurring of

the optical image on the outermost columns of the SLM.

3.2.7 Preliminary measurements

To test the concept of performing spectral correlations using an SLM, a simplified setup

was used, shown in Fig. 3.3. The collimated beam from a tunable quasi-CW laser (a

Newport Tsunami Ti:sapphire laser operating in the non-mode-locked regime) is expanded

and illuminates a 50 mm square, 1800 line/mm holographic grating. The cylindrical lens

focuses the diffracted light into a vertical line on the SLM. The SLM is in the focal plane, or

Fourier plane, of the cylindrical lens. As the laser wavelength is scanned, the focused laser

line sweeps horizontally across the SLM. The SLM deflects certain wavelengths using a

blazed grating as before (but with a three-pixel blaze period in this case, oriented to deflect

the beam upward instead of downward). The signal reflected from the SLM is re-collimated

by the cylindrical lens and diffracted by the grating back into the optical path. A pickoff

mirror, located above the input beam, directs the deflected light toward a detector, a Coherent

Fieldmaster-GS power meter. Two irises and a shroud (not shown) reduce the stray light
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Figure 3.3. Preliminary MOC experiment diagram. PM: pickoff mirror, positioned above
the input beam. The SLM is in the focal plane (Fourier plane) of the cylindrical lens. Inset:
Quasi-CW laser spectra and filter for the preliminary experiment, with the laser tuned to
approximately 775 nm and 778 nm. The rectangle marks the spectral region used to detect
the 775 nm laser line; the matched filter has a value of one in this region and zero outside of
it. The inverse filter is used to detect the 778 nm line.

reaching the detector. In the preliminary experiment, the SLM is a Boulder Nonlinear

Systems XY Series nematic 512× 512-pixel SLM, with a pixel pitch of 15 µm.

The simplified setup was used at two wavelengths, approximately 775 nm and 778 nm.

The spectra of the two quasi-CW modes were scanned using the SLM, and the results are

shown in the inset of Fig. 3.3. The instantaneous spectra fluctuated rapidly, presumably due

to mode competition, but the spectra were found to be visually similar to those recorded by

an Ocean Optics USB2000 spectrometer. Rather than generating the optimal filters ak as

described in section 3.1, two simple binary filters were used, the first of which is shown in

the inset of Fig. 3.3, and the second of which is the complement of the first (i.e., a2 = 1−a1).

The correlation results, shown in Table 3.1, are within 0.003 of the ideal.
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Table 3.1. Preliminary experiment correlation results. Ideal results are the identity matrix.

Filter 775 nm 778 nm

a1 1.0000 0.0000
a2 0.0030 1.0000

3.3 Results and discussion

3.3.1 Spectrum recognition results

The main results of the spectrum recognition experiment are shown in Table 3.2. The

spectrum recognition method performed adequately, with all values being within 0.07 of

the ideal values of zero and one. The standard deviation of each value in Table 3.2 is less

than 0.0025. The standard deviation of the correlation value is computed from the standard

deviation of the power measurements using propagation of uncertainty principles, with the

assumption that all deviations follow independent normal distributions. (The presence of

negative values in Table 3.2 is due to the subtraction of the positive and negative parts of

the correlation coefficients, and due to background subtraction; see Eqs. (3.10)–(3.13)).

To avoid some calibration-related errors, the calculation of the ak and the b±k excluded

wavelength bins with too little spectral power, namely those bins with less than 8% of

the power of the maximum bin. (An experiment performed with these bins included was

substantially similar; the correlation values changed by less than 0.025, and maximum

standard deviation increased to 0.0045.)
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Table 3.2. Spectrum recognition results. Ideal results are the identity matrix.

Filter White light Didymium Holmium

a1 1.0043 0.0020 0.0107
a2 0.0300 0.9591 0.0327
a3 −0.0225 −0.0089 0.9337

3.3.2 Spectral scans

Figure 3.4(a) shows the spectra of the white light source with no filter, with the didymium

filter, and with the holmium filter, as recorded in spectral scans using the SLM. (These

three spectra are the s j in section 3.1.) The spectral data from the Ocean Optics USB2000

spectrometer are shown in Fig. 3.4(b), for reference; this is the same plot as Fig. 3.2(a).

The spectral resolution (instrument function) of the experiment is broader than that of the

USB2000. The instrument function of the experiment is estimated to be 15 nm wide and

asymmetric in shape (details below). Additionally, there are some subtle differences between

the spectra; I believe these are due to optical system aberrations (especially those presumed

to cause the asymmetric instrument function), and due to the presence of additional diffracted

orders from the ruled grating (discussed in greater detail in section 3.3.4). These features do

not greatly affect the spectrum recognition operation or the calculation of the doped glass

filter transmission spectra, since they are accounted for by the calibration and matched filter

generation procedures.

From the data in Fig. 3.4, the transmission spectra of the didymium and holmium filters

can be calculated, and these transmission spectra are shown in Fig. 3.5(a). For reference,
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Figure 3.4. Spectral scans of the white light source and filters. (a) Spectral scan of the
white light spectrum with no filter (NF), didymium filter (Di), and holmium filter (Ho), as
measured by the experiment. These data constitute the s j. Lines between data points are
guides for the eye. (b) Data from the Ocean Optics USB2000 spectrometer (same data as
in Fig. 3.2). Standard deviations in both plots are too small to be discernible and are not
shown.
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Figure 3.5. Transmission spectra of the didymium (Di) and holmium (Ho) filters, as
measured by (a) the experiment and (b) the Ocean Optics USB2000 spectrometer (same
data as in Fig. 3.2). Central lines show averages across multiple recordings, and thin outer
lines show averages plus and minus one standard deviation.
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the corresponding data from the USB2000 are shown in Fig. 3.5(b); this is the same plot as

Fig. 3.2(b). The white light source has reduced power in the wings of the spectrum, and the

resultant increase in the standard deviation can be seen in both plots. The thick central lines

show the averages across multiple recordings, and the thin outer lines show one standard

deviation above and below the averages. In both Fig. 3.4 and Fig. 3.5, a good qualitative

match between the commercial spectrometer and the experimental system is evident.

The transmission spectra shown in Fig. 3.5 are used to calibrate the wavelength corre-

spondence of the SLM pixels (see Appendix A). The transmission data are also used to

estimate the spectral resolution (instrument function) of the system at about 15 nm, which is

significantly broader than that of the USB2000 (specified as 1.5 nm by the manufacturer).

The estimation was performed by numerically convolving the transmission spectrum from

the USB2000 with a Gaussian line shape of varying widths; the 15 nm linewidth provided

the most visually similar transmission spectrum. It is estimated that the system has a slightly

finer resolution toward the blue end of the spectrum, possibly due to a slight misalignment

between the grating and the SLM. Based on the appearance of the transmission curves, the

instrument function may be asymmetric, which is likely caused by aberrations in the optical

system. The linewidth of 15 nm is generally well-matched to spectral features of the rare-

earth-doped filters. A brief experiment with the number of SLM pixels per wavelength bin

showed that using smaller wavelength bins did not improve the spectral resolution, meaning

that the resolution is determined primarily by the slit width and the optical aberrations.
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Figure 3.6. Matched filter spectra ak. a1 corresponds to no filter, a2 to the didymium filter,
and a3 to the holmium filter. Lines between data points are guides for the eye.

The data in Fig. 3.4, after background subtraction, are used as the s j to compute the

matched filters ak. Figure 3.6 shows the three filters ak. Each matched filter generally

emphasizes the wavelengths for which its associated spectrum is stronger than the other

spectra. While the filters themselves are not mutually orthogonal, each filter correlates with

only one of the three spectra. The filter coefficients for the outermost wavelengths, those for

which the white light spectral power is less than 8% of the maximum, are set to zero; this

was found to reduce the error slightly.

3.3.3 Correcting erroneous data

The raw power meter readings occasionally contain outliers, caused perhaps by dust in

the imaging path, electrical noise, or other problems. These outliers typically are single

readings that are much greater or much smaller than the other readings for the same SLM

image. The LabVIEW software uses an averaging and outlier-removal procedure, as follows:

Once the SLM image display has stabilized, the software takes a specified number of power
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meter readings (usually 10). The readings are averaged to produce a single data point. Upon

completing the of readings, the LabVIEW software checks the relative standard deviation

of the readings to ensure that it is less than 2× 10−4; if not, the reading with the largest

deviation from the mean is discarded, and another reading is taken. This process is continued

until the relative deviation falls below the threshold or a maximum number of readings

has been taken (usually 50). (The threshold was chosen by empirical observation that data

without outliers nearly always had a relative deviation below 2×10−4.) The outlier-removal

process works, though it slows down data acquisition.

The outlier-removal process helps correct an additional problem: sometimes the SLM

switches slowly. After sending a new image to the SLM to display, sometimes the detected

power follows an exponential curve with a time constant of several seconds, rather than

switching immediately. The outlier-removal process sees this as a large standard deviation

and continues taking data until the relative standard deviation is sufficiently low (or the

maximum number of readings have been taken).

3.3.4 Experimental issues

Several experimental issues impacted the fidelity of the spectrum recognition operation. The

primary issues are optical power inefficiencies, ghosting from the blazed diffraction grating,

and possibly optical aberrations.

The white light source, which has a broad emission angle (about 70° full angle), is

extremely poorly matched to the MOC’s optical system, which has an acceptance angle of
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less than 15° and a mostly closed slit at the entrance. About 0.75 W of white light leaves

the source’s output fiber bundle, but no more than a few microwatts pass through the slit.

Further, many of the optical components are lossy. Neither the lenses nor the pickoff wedge

are coated, so 4% reflections at each surface lead to a 33% loss (considering that the light

goes through the lenses twice). The grating has a loss of about 40%, according to the

manufacturer’s data. The SLM’s light efficiency is reduced by the imperfect fill fraction of

the pixels (the less active area each pixel has, the lower the diffraction efficiency of the SLM),

compounded by the inefficiency of the short-period blazed grating and any phase calibration

errors. (The SLM also has some optically damaged spots on its surface, occupying no more

than about 10% of the area of the array, which further reduce its efficiency slightly.) In

addition, the back reflections from each optical surface, the extra diffraction orders from the

grating, and the stray light inside the enclosure (due to the large amount of source light that

is not coupled into the optical system) contribute to a comparably high level of background

light at the detector.

Blazed (ruled) gratings, such as the one used in this experiment, have higher efficiencies

than holographic gratings, but they produce multiple diffraction orders, leading to an effect

called ghosting. When the input light reaches the detector, the strongest diffraction order

is directed to the SLM, but part of the extra diffracted orders are reflected back into the

experiment and reach the detector, acting as background light. When the light returning from

the SLM reaches the diffraction grating, it is again diffracted into multiple orders, and some

of these couple into the optical system and land on the detector, but these stray orders act to
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increase the signal strength, since their intensity is controlled by the SLM. But both of these

effects should be accounted for in the way the SLM is used; any increase in background is

subtracted, and any increase in signal strength is accounted for in normalization. However,

there is a possibility that multiple diffracted input orders reach the SLM. This would create

a kind of crosstalk, in which changing one wavelength bin on the SLM also affects light at a

second wavelength due to the extra diffracted orders. The SLM did not appear visually to

be receiving more than one diffracted order, but an experimental verification would have

been quite complicated. A holographic grating would reduce this stray light, but at a cost of

reduced optical efficiency, since holographic gratings are typically less efficient than blazed

gratings. The exact geometry of the stray diffraction orders may help explain the small

spectral irregularities visible in Fig. 3.4(a). (These irregularities may also be partly due to

aberrations in the optical system, which can contribute to spectral crosstalk and reduced

spectral resolution.)

Some improvements could be made by using equipment that is better tailored to the

experiment. For instance, using antireflection-coated optics and custom lenses could im-

prove light efficiency (and therefore spectral resolution, due to the tradeoffs mentioned in

section 3.2.6). The input and output image paths are common in this experiment, but one

can conceive of a system in which they are separated: upon reflection from the SLM, the

light would enter a second, complementary optical system leading to the detectors. Such a

system would be more complex but might have fewer aberrations, less spectral crosstalk,

and possibly a lower background level due to better control of stray light. A custom SLM
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could improve both light efficiency and spectral resolution [179]; however, this makes the

system significantly more expensive, and it can complicate the SLM control.

An increase in optical power would enable the use of a faster power meter, one with a

kilohertz-level data rate. The power meter used in the experiment, which was chosen for its

high sensitivity, takes about half a second to a full second to record a single reading. The

data shown in Table 3.2 require about 40 minutes to obtain, with a minimum of 100 readings

per data point (reducing this to a minimum of 10 readings per data point would cut the time

by about a factor of 10). The calibration data required for the experiment take an additional

27 hours to record, not counting time spent adjusting the experiment.

3.4 Multiple-output multivariate optical computation

As mentioned in the introduction to chapter 3, with a slight change to the experimental

layout, multiple spectral matched filters can be implemented simultaneously on the SLM.

An SLM image with multiple blaze periods produces multiple output images; for instance,

by creating an SLM image with different blaze periods in two areas of the image, and adding

an additional pickoff mirror and an additional detector, two half-correlations (the c±j,k)

can be computed simultaneously. This is a speed advantage when performing a spectrum

recognition task. In particular, a positive and a negative half-filter (b+
k and b−k ) can be

implemented simultaneously, allowing the correlation coefficient for a single matched filter

(ak) to be computed in real time. In one possible setting, this would allow the spectral
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correlation to be computed continuously as samples are brought in front of the light source

for interrogation. An additional method could also allow multiple ak to be implemented

simultaneously. Both methods are studied experimentally below.

A two-output experiment is shown in Fig. 3.7. Note that the experimental layout is

almost identical to Fig. 3.1, with the final mirror replaced by a pickoff mirror, and another

mirror and detector added after that. (The Newport 2936-R optical power meter supports a

second Newport 918D-SL-OD3R sensor, allowing the two detectors to be read more or less

simultaneously.) To implement the filters on the SLM, the vertical blazed grating periods

must be chosen for minimum overlap of the output image. Empirically, 2-pixel and 5-pixel

gratings are found to have good optical power and minimum overlap. Since the positive

and negative scaled filters b±k don’t overlap, wavelength bins with positive coefficients are

implemented with a 2-pixel blaze, and negative coefficients are implemented with a 5-pixel

blaze. A second implementation is pursued in which the SLM is divided into two vertical

zones, with positive coefficients implemented on the top zone and negative coefficients

on the bottom zone. This configuration has the advantage of being able to implement two

arbitrary filters and is extensible to a higher number of outputs. (Due to optical aberrations,

the vertical zones are not made strictly rectangular; instead, the boundary between the zones

is chosen individually for each wavelength bin to ensure the correct power distribution

reaches each detector.)
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Figure 3.7. Multiple-output MOC experiment diagram. PM: pickoff mirror, positioned
below the beam. As before, the path length from the slit to the SLM matches the path length
from the SLM to the detector, and the polarizer is oriented vertically.

3.4.1 Results

The results of the one-zone, two-output spectral recognition experiment are listed in Table 3.3.

The performance was nearly as good as the one-output experiment, with all but one value

within 0.075 of the ideal values and the outlier being 0.164 from the ideal. The slight

degradation in performance is probably attributable to calibration errors (see Appendix A).

The standard deviation of each value in Table 3.3 is less than 0.0047, again computed using

propagation of uncertainty principles from the standard deviation of the power measurements.

The wavelength bins with less than 8% of the maximum spectral power were again excluded.

(If these bins are included, the correlation values change by less than 0.089 and the maximum

standard deviation increases to 0.015.)
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Table 3.3. Multiple-output spectrum recognition results with a single SLM zone. Ideal
results are the identity matrix.

Filter White light Didymium Holmium

a1 0.9929 −0.0065 0.0114
a2 0.1640 0.9392 0.0650
a3 −0.0540 −0.0914 0.9257

Table 3.4. Multiple-output spectrum recognition results with two SLM zones. Ideal results
are the identity matrix.

Filter White light Didymium Holmium

a1 1.0661 −0.0141 0.0389
a2 0.0297 0.9066 0.0628
a3 −0.1575 −0.1304 0.8903

The results of the two-zone output spectral recognition experiment are listed in Table 3.4.

This experiment performed as well as the previous one. The standard deviation of each value

in the table is less than 0.0060. (Inclusion of low-power wavelengths changes correlation

values by up to 0.028; the maximum standard deviation does not increase.) Note that

this method is scalable to more than two spectral matched filters, meaning more than one

chemical can be recognized simultaneously.

3.4.2 Experimental issues

Ghosting effects from the blazed (ruled) grating and aberrations in the optical system may

be causing small spectral anomalies, as mentioned in section 3.3.4. Notably, the vertical

distribution of optical power reaching the SLM is slightly different for each wavelength bin,
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indicating the presence of optical aberrations. In the two-zone experiment, the SLM zones

were made irregular to accommodate this fact. Further, the vertical power distributions seen

by each detector are slightly different, such that in the two-zone experiment, each detector

receives just over half as much the power that it receives from the single-zone experiment.

(Naively, one would expect half or just under half the power to reach each detector.) SLM

calibration issues also likely play a role (discussed in Appendix A). As noted in section 3.3.4,

the power meter is slow, and a faster power meter would allow further improvements; in

the current configuration, it takes about 7 minutes to record the data shown in Tables 3.3

and 3.4 (minimum of 10 readings per data point), with an additional 48 hours to take the

calibration data needed (beyond the 27 hours needed for the calibration data in section 3.3,

and not including time spent adjusting the experiment).

3.4.3 Limit on number of simultaneous matched filters

One may ask how many filters may be implemented simultaneously on the SLM. Obviously,

optical power is one limiting factor. Due to the experiment geometry, crosstalk between the

filters is another limit.

This experiment used two SLM zones, to implement two spectrum recognition filters

simultaneously. A higher number of filters allows more spectral processing to happen

simultaneously. The obvious tradeoff is with optical power; as a fixed amount of optical

power is divided across an increasing number of SLM zones, the signal-to-noise ratio of

each filter is reduced, or the required integration time is increased. For instance, if adding a
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second filter requires doubling the integration time, it is not clear that using multiple outputs

offers an advantage. An entire filter (positive and negative values) can be implemented

without reconfiguring the SLM, but there is the possibility of crosstalk degrading the results

slightly.

Preventing crosstalk between the different filters is important and becomes an increasing

problem with an increasing number of filters, due to the experiment geometry. The vertical

size of the input slit determines the vertical size of the output images, and the number of

possible simultaneous filters is limited by the size of the output images and the need for the

images not to overlap. All of the output images must fit within the range of the main SLM

diffraction order, which is determined by the SLM pixel pitch. More filters can be fit in by

reducing the vertical size of the input slit, but this may be at the cost of reduced spectral

power. If the source light can be collimated, a non-imaging experimental configuration such

as that in Fig. 3.3 may be more appropriate and could lead to a larger number of filters.

In my opinion, if the experimental issues described above can be resolved, the number of

simultaneous filters that can reasonably be implemented on the SLM in this manner is at least

five, and possibly as high as 20 with very careful design and alignment. Even implementing

two filters simultaneously, as demonstrated in this section, is a two-fold improvement over

previous work, allowing for much simpler processing and potentially faster acquisition of

spectrum recognition results.
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3.5 Conclusion

Spectroscopy is a proven way to identify substances, and multivariate optical computation is

an experimentally successful approach to speeding the identification task. A multivariate

optical computer (MOC) has been implemented using a reflective liquid-crystal-on-silicon

spatial light modulator (LCOS SLM), using a broadband white light source and a unique

optical configuration. The SLM is able to implement multiple filters simultaneously with

arbitrary coefficients, an advantage over other MOCs that offers faster processing. A

commercial, off-the-shelf SLM was used, unlike other approaches that have required custom-

built SLMs. Several experimental issues reduced the fidelity of the results, but these issues

did not prevent successful application of the method, and this MOC shows great promise for

allowing rapid identification of chemicals.
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Chapter 4

Conclusions and Future Work

Slow light is a fascinating topic. The science behind slow and fast light has been investigated

by many researchers, and attention is turning towards finding applications for slow light

techniques. Two potential applications for slow light have been presented here, as well

as some critical system components needed to implement those applications. Below, I

summarize the findings and discuss possible future directions for research.

4.1 Phase control of a slow-light laser radar

Chapter 2 describes a phase control system that maintains phase lock in a slow-light phased-

array laser radar. The RMS residual phase error is about π/5 radians (1/10 wave), and the

corresponding Strehl ratio is about 0.8. The phase control system performed adequately and

enabled the demonstration of slow light for true-time delay in laser radar.

The statistical model of the phase error presented in chapter 2 gives a good indication

of the impact the snapback process has on the phase control system’s RMS phase error.
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However, the model is based on an assumption that the phase error has a normal distribution.

While this makes the analysis much easier, it is not a realistic model, as mentioned in

section 2.1.2. For instance, a small vibration of a single optical component (such as a

mirror) at a single frequency should produce an approximately sinusoidal phase fluctuation,

which gives a very different statistical distribution than the one in the model. Similarly, the

snapback events are not necessarily Poissonian-distributed, and the occurrence of snapback

events is influenced by the characteristics of the phase noise (since snapback events occur

when the phase noise exceeds a certain threshold). A more realistic statistical model of

the phase error would allow more precise analysis of this class of phase control problems

and could provide additional insight into the best approach to phase control. Additionally,

the precise effect of the feedback circuit and electro-optic modulator (EOM) on the optical

phase was not included in the model; this is a possible further refinement.

The phase control system uses a phase-sensitive heterodyne detector, a loop filter (the

proportional-integral controller), and an EOM, which is essentially a voltage-controlled

optical phase shifter. In the purely electronic domain, a phase-locked loop (PLL) is a

well-known circuit that is used to keep two signals in phase lock with each other. A PLL

consists of a phase-sensitive detector, a loop filter, and a voltage-controlled oscillator (VCO).

The key difference is a VCO changes its output frequency—not its phase—in response to an

applied voltage. The frequency shift allows the output signal to accumulate phase, or “catch

up” to the reference signal. As the output signal approaches the reference signal, the phase

error diminishes and the VCO output shifts closer to the reference frequency. Because the
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phase shifting is accomplished by a frequency difference, the PLL can in principle correct

for an unlimited amount of phase error, if one is willing to wait long enough for the output

signal’s phase to catch up to the reference signal’s phase. In the optical domain, a VCO

could be emulated using an acousto-optic modulator (AOM), which shifts the optical signal’s

frequency by the amount of an applied radio frequency. The AOM would be driven by a

VCO, or another form of tunable driver. Using an AOM instead of an EOM would create an

optical PLL (or OPLL), which would have no need of a snapback circuit. Additional AOMs

were not available for the SLIDAR experiment, but it would be interesting to implement this

kind of OPLL. Similar approaches have already been demonstrated with diode lasers acting

as the frequency-shifting elements [158, 159]. However, an AOM requires a good deal of

radio frequency (RF) power, and it typically is used with a specialized RF driver; tunable

RF drivers for AOMs can be expensive.

As mentioned, the phase control problem for laser radar is very similar to the one for

high-power coherent beam combining, and the demonstrated phase control system could be

used for a coherent beam combining system. Coherent beam combining systems generally

use much shorter lengths of fiber (tens of meters), but the phase control is complicated by

the presence of nonlinear optical effects in the fibers.

The SLIDAR phase control system uses analog electronics for processing, which makes

the system simple and inexpensive. However, there is great power in digital signal processing

systems, and it is possible that a more effective feedback algorithm could be found, especially

if a more complex statistical model of the phase noise were developed as described above.
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The snapback algorithm has a very natural digital implementation: simply compare the

phase shift desired from the EOM with the snapback thresholds, and subtract 2nπ radians

from the phase if needed.

4.2 Multivariate optical computing for spectrum recogni-

tion

The multivariate optical computer described in chapter 3 can distinguish two rare-earth-

doped glass filters from each other and from an unfiltered white light source with reasonably

high fidelity. The resulting improvement in signal-to-noise ratio, known as the Fellgett

advantage or multiplex advantage, allows accurate recognition of chemicals even from weak

spectra. Multiple spectral matched filters can be implemented simultaneously using the

methods described in chapter 3, which can speed up the molecular identification process

when the spectrum is sufficiently intense.

There is some theoretical work yet to be done in the area of multivariate optical comput-

ing. As mentioned at the end of section 3.1.3, an upper limit can probably be derived on the

maximum number of distinguishable spectra NS for a given signal-to-noise ratio or signal

strength. Other quantities for which limits would be helpful include the spectral resolution

needed to distinguish two similar spectra, the expected spectral similarity between different

classes of chemicals, and the number of different reflectance levels needed to implement
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multivariate optical computing efficiently (Wilcox and coworkers argue that this last number

is two [182]).

A number of experimental issues were identified in chapter 3. More work is needed

to find an accurate broadband calibration approach for the spatial light modulator (SLM).

An improved optical system with reduced aberrations could offer improvements in the

spectral resolution of the system; a holographic grating and antireflection-coated optics

would reduce the background light level. The imaging configuration described in chapter 3

is required because of the incoherent, extended source (non-point source) used for white

light. A collimated source could allow a more efficient configuration, similar to the one

used in Fig. 3.3 to take preliminary measurements. A coherent supercontinuum source is

one example of a coherent broadband light source.

The multiple-output MOC with multiple SLM zones described in section 3.4 can be

extended to implement more than two spectral matched filters at once, meaning two or more

chemical species may be recognized simultaneously. It would be intriguing to explore the

maximum number of chemicals that can be recognized simultaneously, as well as what

limits this number, both theoretically and experimentally. Crosstalk between the outputs of

the matched filters would likely be an important consideration.

One exciting area of future work is the investigation of multivariate optical computing

for recognition of chemicals of practical interest. For instance, hydrogen cyanide (HCN)

is a highly useful industrial chemical, but it is also extremely poisonous and can be made

into a chemical weapon. The absorption spectrum of hydrogen cyanide includes a number
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of absorption lines near 1550 nm, an experimentally convenient wavelength [190]. One

could build a multivariate optical computer to distinguish between, for example, HCN and

acetylene, another chemical with an interesting absorption spectrum near 1550 nm [191].

One could even build a small library of similar chemical spectra in this wavelength range

and use a multivariate optical computer to distinguish them.

Another intriguing possibility is applying the principles of multivariate optical computing

to terahertz spectroscopy. It is well-known that certain high explosives include strong

resonances in the terahertz domain, and detecting traces of such explosives is one use for

terahertz technology [192, 193]. A multivariate optical computer operating in this new

regime is likely to offer the same signal-to-noise ratio improvements, potentially making

this a highly sensitive method of detecting explosives. Because terahertz wavelengths

are so much longer than optical wavelengths, the spatial light modulator (SLM) pixels

must be made much larger than the pixels in an SLM intended for use at visible or near-

infrared wavelengths; also, the SLM will likely be made from something other than a liquid-

crystal-on-silicon design [194]. Alternatively, an existing commercially-available digital

micromirror device (DMD) can be used with its pixels grouped together to approximate a

smaller number of larger-area pixels [195].

The multivariate optical computer (MOC) described in chapter 3 could also be used

for a spectral form of compressive sensing [185, 196, 197]. As with multivariate optical

computing, compressive sensing takes advantage of the sparsity of the quantities to be

measured. In this case, where the number of wavelength bins N is known to be much



CHAPTER 4. CONCLUSIONS AND FUTURE WORK 110

greater than the number of target spectra NS, the spectrum is said to be NS–sparse. Although

multivariate optical computing has also been called compressive detection [179, 182],

compressive sensing differs from multivariate optical computing as follows: In place of the

NS spectral matched filters generated from the power spectrum data, compressive sensing

generates M ≥ NS random filters and makes a measurement for each filter. Reconstruction

algorithms recreate the N spectral bins from the M measurements and the known random

filters. For certain classes of random filters, the reconstruction succeeds with high probability

[196].

Compressive sensing provides a distinct advantage over multivariate optical computing,

namely that no “training data” is needed (the NS spectral scans of N points each described

in chapter 3). This can significantly reduce the time required to get an initial concentration

measurement, although since M > NS there is a slight speed disadvantage when perform-

ing many repeated concentration measurements (such as in a production-line inspection

setting). Compressive sensing may be able to handle larger libraries of target chemicals

than multivariate optical computing, and compressive sensing methods can be implemented

with only one detector (but are also amenable to the multiple-vertical-zone, multiple-output

method described in section 3.4). However, unlike multivariate optical computing, com-

pressive sensing requires extensive post-measurement computations in order to reconstruct

the spectral information, and then the chemical concentration information would need to

be computed through further postprocessing using traditional multivariate regression tech-

niques. The M random measurement filters of compressive sensing act as a random basis for
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the measurement, and it is possible that an intelligent choice of random filters would allow

measurement of chemical concentrations more directly. Alternatively, it may be possible

to develop a reconstruction algorithm that directly reconstructs the relative concentrations,

rather than the raw spectral data.

The slow light effect might be used to enhance the spectral resolution of the MOC

described in chapter 3. The grating shown in Fig. 3.1 could be replaced by an atomic

prism [198] or possibly by a photonic crystal superprism with appropriate input and output

coupling [127, 128]. An even more exciting possibility presents itself in nanophotonics:

It may be possible to implement multivariate optical computation methods in an on-chip

device [199]. For instance, using the slow-light-enhanced arrayed waveguide grating (AWG)

structure discussed in section 1.5.2, the coupling efficiency of the output waveguides could

be used to implement the spectral matched filter coefficients (corresponding to the SLM

reflectance in the experiment in chapter 3). Alternatively, a waveguide on a chip could be

evanescently coupled to a series of microresonators of varied resonance frequencies, with

the coupling coefficient between the waveguide and each resonator acting as the spectral

matched filter coefficient at each wavelength. An on-chip MOC coupled with a slow-light-

enhanced nanophotonic spectrometer, as well as other integrated, on-chip optical devices

such as sources and detectors, could lead to a single-chip solution for detection of hazardous

chemicals, biological agents, or other substances.
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Appendix A

SLM Calibration

A liquid-crystal-on-silicon spatial light modulator (LCOS SLM), like the one used in

chapter 3, consists of a silicon electronic substrate with an array of electrodes, a layer

of liquid crystal that can be rotated electrically, a top transparent electrode, and a cover

glass or another protective covering. The liquid crystal is birefringent; horizontally and

vertically polarized light propagating through the liquid crystal will experience different

refractive indices. The electrodes apply a voltage that rotates the liquid crystal. As the liquid

crystal molecules rotate, light of a fixed polarization experiences a varying refractive index

and accumulates a varying optical phase. In this way, the SLM imparts an electronically

controlled amount of phase to each pixel of the light field. (An SLM that operates in

this manner is often called a phase-only SLM; other liquid-crystal-based SLMs exist that

can modulate amplitude or both amplitude and phase, but they are not covered in this

dissertation.)
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The SLM is controlled by a computer-generated 8-bit grayscale image, and the 8-bit

grayscale values determine the voltages applied to the liquid crystal. The relationship

between the 8-bit values and the actual phase imparted to the optical field depends in a

nonlinear way on the birefringence and voltage-dependent rotation of the liquid crystal, the

wavelength of the field, and the mapping of 8-bit values to the electrode voltage. Further,

the liquid crystal is dispersive, particularly across the visible wavelengths (the range used

in the experiment in chapter 3). In order to use the SLM effectively, its response must be

calibrated, and the calibration must be performed at many wavelengths.

A.1 Two-pixel SLM calibration

The two-pixel blazed grating is straightforward to calibrate. The SLM is configured within

the experiment, in the same layout shown in Fig. 3.1. As described in section 3.2.3, the

SLM is divided into 64 wavelength bins, and each bin is calibrated independently. A single

wavelength bin is set to a two-pixel blazed grating (described in section 3.2.3), and pixels in

all other wavelength bins are set to zero. The two-pixel blazed grating has two alternating

pixel values, and the maximum deflection efficiency should be achieved when the pixel

phases differ by π radians. One of the pixel values is kept at zero, and the other is varied

from 0 to 255 (i.e., all possible 8-bit values). An output power measurement is taken for

each value. The process is repeated for all 64 wavelength bins, giving a total of 16384

measurements. Once the 256 powers for each wavelength bin are recorded, they are used

as a lookup table, and the filter reflectance coefficients are computed on a relative scale
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from the minimum to the maximum power. (The choice of zero as the “background value”

for the SLM blazed gratings was made after setting the entire SLM—all pixels at once—

successively to the values 0 through 255 and measuring the output power. A very small but

repeatable change was observed in the detected power, with the lowest power occurring for

the value zero.)

To compute the correspondence between each wavelength bin and an actual wavelength,

the transmission spectra of the didymium and holmium filters shown in Fig. 3.5 are used

in a nonlinear least-squares optimization algorithm to generate a second-order polynomial

fit between the wavelength bin indices and the wavelengths reported by the Ocean Optics

USB2000 spectrometer. Essentially, the algorithm scales and stretches the horizontal axis

of Fig. 3.5(a) until both curves match the curves in Fig. 3.5(b) as closely as possible. (The

actual metric is the difference between the experiment data curve and the USB2000 curve

interpolated at the same points, weighted by the reciprocal of the standard deviation, so that

high-noise data points contribute less to the metric than low-noise data points. Both the

didymium and the holmium curves are used in the metric.)

A.2 SLM phase model

The 2-pixel blazed gratings can be calibrated exhaustively, as there are only 256 possible

gratings with one of the pixel values is fixed at zero. However, for an n-pixel grating, even

with one of the pixel values fixed at zero, there are 256n−1 possible gratings (times 64
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wavelength bins), and brute-force calibration is intractable. In order to calibrate the SLM

for the multiple-output experiment in section 3.4, a model of the SLM phase response must

be developed. The phase model used in the SLM calibration in chapter 3 is presented here.

(The model developed here is fit to the 2-pixel calibration data, and then the fitted model is

extrapolated to produce 5-pixel values as discussed in section A.3.)

Light travels into the liquid crystal, is reflected off the substrate, and travels back through

the liquid crystal. For a liquid crystal depth of L (total path length of 2L), the phase imparted

by the SLM is given by

φ =
2π∆n(2L)

λ
, (A.1)

where λ is the wavelength and ∆n is the change in refractive index due to the liquid crystal’s

rotation (from 0 to some maximum change). The form of Eq. (A.1) is easily recognized as

φ = k(2L), except the overall refractive index of the liquid crystal is ignored, since it only

adds an overall phase to the light. (That overall phase is different for different wavelengths,

but the relative phases of different wavelengths are not important in this experiment.)

The input light is linearly polarized, and the refractive index change ∆n is due to the

liquid crystal’s rotation. The refractive index change is

∆n = sin(θ)δn(λ ), (A.2)

where δn(λ ) is the birefringence of the liquid crystal (the difference between the ordinary

and extraordinary refractive indices), and θ is the difference between the polarization angle
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of the input light and the liquid crystal rotation angle. The angle θ depends in some way on

the 8-bit SLM pixel value v, probably nonlinearly. To simplify, the sin(θ) term and several

other coefficients are replaced with a general function of v. Then, the phase change imposed

by the SLM for a given wavelength and a given pixel value is

φ(λ ,v) =
f (v)δn(λ )

λ
, (A.3)

where f (v) represents the influence of the pixel value on the phase and includes the factor

of 2π ·2L from Eq. (A.1). Note that the influence of the pixel value on the phase (i.e., the

rotation of the liquid crystal) is independent of the wavelength. The birefringence of the

liquid crystal is given by Wu in Eq. (8) of Ref. 200 as

δn(λ ) = G
λ 2(λ ∗)2

λ 2− (λ ∗)2 , (A.4)

where λ ∗ is a resonance wavelength of the order of 150 nm to 300 nm, and G is a coefficient

of the order of 10−6 nm−1. (Wu specifies G as a function of temperature, but the temperature

is assumed here to be constant.)

The power diffracted by a pixelated (2-pixel) blazed phase grating can be calculated

from Fourier optics; the result is used here without derivation. For a wavelength bin centered

at wavelength λ , with the white light source as the input, the expected output power from

the experiment is

Pcal(λ ,v) = P1,bg + s1,λ

{
1
2
− 1

2
cosφ(λ ,v)

}
. (A.5)
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P1,bg is the background power of the white light source (i.e., output power when all SLM

pixels are set to zero), and s1,λ is the spectral power of the white light source at the

wavelength bin corresponding to λ .

To fit the data to the model, Eq. (A.5) must essentially be inverted. The limited phase

range of the SLM presents a problem, in that the value of s1,λ cannot be determined uniquely

for wavelengths at which the SLM has a phase range of less than π . (For reference, the

Cambridge Correlators SLM is specified to have a maximum phase range of about 0.8π at

633 nm.)

To resolve this problem, only wavelength bins for which the SLM phase range exceeds

π radians are used. The range is determined to exceed π when Pcal(λ ,v) reaches a maximum

for some v and then decreases for increasing values of v. For these bins, the value of s1,λ

can be determined, and then the arccosine is computed to find φ(λ ,v). (Wavelength bins

with too little spectral power are excluded, namely those with less than 8% of the maximum

power. For these bins, the calibration results were unpredictable, and including the bins

made the results unreliable.)

With data for φ(λ ,v) in hand (for the wavelengths for which the SLM phase range

exceeds π), the parameters G and λ ∗ and the function f (v) are estimated using a nonlinear

least-squares optimization procedure. The nonlinear optimization procedure works as

follows: Beginning with representative values of G and λ ∗, the birefringence δn(λ ) is

calculated, and an 8th-order polynomial is fit to f (v). Then, with the known values of P1,bg

and s1,λ and the estimates of G, λ ∗, and f (v), the model is used to compute the expected
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output powers. Based on the difference between these predicted output powers and the

measured output powers Pcal(λ ,v), new values of G and λ ∗ are chosen, and the process is

repeated. The end result is a model of φ(λ ,v) that is a best fit of the available data.

A.3 Multiple-output SLM calibration

Once an estimate of the SLM phase mapping φ(λ ,v) has been obtained, it is used to

generate 5-pixel blazed gratings of 256 different efficiencies for each wavelength bin. (The

number 256 was chosen for consistency with the number of different 2-pixel gratings.)

Then, using the multiple-output experimental configuration in Fig. 3.7, all the 2-pixel and

5-pixel gratings are put on the SLM, one at a time, and the resulting powers are recorded

on both the detectors in order to measure output efficiency and crosstalk. For the two-

zone implementation, the optimal sizes of the two vertical SLM zones are determined

empirically to balance the power between the two detectors, and all the 2-pixel and 5-pixel

gratings are displayed in their respective zones, with efficiency and crosstalk measurements

recorded. (In principle, the vertical zones should be rectangular and of equal sizes, but

misalignments, aberrations, and other experimental considerations dictate otherwise.) In

both implementations, crosstalk is compensated in the representations of the scaled filters

b±k . In other words, the SLM blazed grating efficiencies are chosen such that the power

reaching each detector is as close as possible to the value that would be expected if there

were no crosstalk, and Eqs. (3.11) and (3.12) are still used to compute the half-correlation

coefficients c±j,k.
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A.4 Calibration issues

Despite the extensive efforts to calibrate the SLM precisely, several issues are evident from

the calibration data, and these issues likely impact the fidelity of the spectrum recognition

operation. For instance, the 5-pixel gratings are generated to have a linear spread of

efficiencies, meaning for example that grating numbers 0, 10, 20, and 30 should result in

linearly increasing power. However, the 5-pixel grating efficiencies are found to increase

super-linearly for low efficiencies and then linearly for high efficiencies. (For comparison,

the 2-pixel grating efficiencies increase linearly at first, then sub-linearly.) The reason for

this discrepancy is not known, but clearly, the phase model is inadequate in some way

(barring errors in implementation of the algorithm).

It is also possible that temperature fluctuations have an impact on calibration. The

room temperature is assumed not to fluctuate significantly, and the factor G in Eq. (A.4) is

assumed to be constant. This assumption may be incorrect. However, including the effects

of temperature in the calibration of the SLM phase response would make the calibration

much more difficult, both mathematically and experimentally.

As noted in section 3.4.2, the boundary between the vertical zones is irregular, indicating

the presence of optical aberrations, or possibly calibration errors.

While these issues with the SLM calibration are real, and they do reduce the fidelity

of the spectrum recognition results, they do not entirely prevent the spectrum recognition

operation from working (except possibly for the multiple-zone experiment, as discussed).
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