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1.  INTRODUCTION 
 
Under the COVID-19 pandemic, the life of the residents in Rochester Monroe region has been 
impacted. The point in time survey was administered to get a community assessment on how the 
community is responding to the crisis and gain insight into the community's post lockdown needs 
& concerns.  
 
On May 1, RMAPI launched a new survey to better understand the impact of COVID- 19 on 
community member’s income and basic needs as well as what community members need to be 
safe and financially secure. This survey and responses are intended to inform how the Rochester 
and Monroe County community responds to COVID-19 to support households experiencing 
poverty. RMAPI intends to lift the community voice as a key metric for data-driven decision 
making. 
 
With the insight from the analysis result, the United Way may determine which kind of 
assistance to be provided, and what features of living necessities are more important for 
community members.  
 
The survey is administered by RMAPI, and most of the responses from the residents provided 
detailed living needs and requirements. Analyzing the survey responses would provide an 
overview and get a glance at the basic living conditions of the local community. 
 
 
  
2.  DATA DESCRIPTION 
  
2.1 Data Collection 
  
The dataset of Rochester Community Feedback on Covid-19 Crisis was sent out by Rochester              
Monroe Anti-Poverty Initiative, and it is available on RMAPI website.  
 
2.2 Data Overview 
  
The dataset contains 553 rows of data entries, with 15 attributes for all entries.  



Attributes in this dataset contain basic information such as Respondent_ID, ID, Zip Code, 
Employment Status, etc. As well as selection questions such as Gender, Age, etc. Followed by 
Open-ended questions regarding their post-pandemic needs and living conditions. The questions 
include “What do you need to stay at home” and so forth questions.  
 
 

Figure 2.1 Data Overview1 
 

The questions in the format of choices/selections will be the foundation of the analysis, as they                
will be the features of comparison. Due to the purpose of this dataset and survey is to analyze the                   
needs of the local community for the RMAPI, the Zip_Code will be the feature to be used to                  
visualize the open-ended questions. Regarding the open-ended questions, the sentence formatted           
answers need to be preprocessed into an analyzable format using NLTK and one-hot encoding,              
which will be explained in 2.4. 
 
 
 
  
2.3 Data Cleaning  
  
2.3.1 Missing values:  
 
Many entries of answers are left blank, which would be considered missing values. As shown in                
figure 2.2, the number of the missing values exists in all the questions, except for the first two                  
auto-generated attributes for survey takers.  
 
 

1 RMAPI Rochester Community Feedback on Covid-19 Crisis Dataset 



 
Figure 2.2 Number of Missing Values for Each Question 

 

 
Figure 2.3 Distribution of Missing Values on Questions 

 
As shown in figure 2.3, the most frequent missing values are in Zip_Code and open ended 
response. This will increase the erroneousness in analyzing the needs(extracted from Open 
Ended Questions) based on the area(attribute Zip_Code). 
 
2.3.2 Unusual values or Outliers:  
 
No noise or outliers for choice responses.  
In open ended responses, there is no outliers or noise, as all the open responses are taken in                  
consideration of the feature/label extraction process.  
The noises and outliers are generated after the Natural Language Processing step, as the words               
being mentioned such as “the” or “a” will become noise.  
  
2.3.3 Duplicates: None of the entries are duplicated. 
  
 
2.4 Data Preprocessing 
2.4.1 NLP 
The Natural Language Toolkit (NLTK) is a platform used for building programs for text 



analysis.  
To judge whether a word is important in an answer, the first step is the Tokenization. It is the 
process by which a big quantity of text is divided into smaller parts called tokens. By doing this, 
the separated tokens are very useful for finding such patterns as well as are considered as a base 
step for stemming and lemmatization. 
 

 
Figure 2.4 Tokenization2 

 
Stemming: Stemming is the process of reducing a word to its word stem that affixes to suffixes 
and prefixes or to the roots of words known as a lemma. It is trying to cut off the small tail of 
inflection that does not affect the part of speech. 
Lemmatization: Categorize various types of word inflections into one form. 
 
 
2.4.2 One-Hot-Encoding 
A one hot encoding is a representation of categorical variables as binary vectors. This first 
requires that the categorical values be mapped to integer values. Then, each integer value is 
represented as a binary vector that is all zero values except the index of the integer, which is 
marked with a 1. During our exploration of the raw data, it will changed the response from 
attributes.  

 

2 Reference 1.Dansbecker. (2018, January 22). Using Categorical Data with One Hot Encoding. Retrieved December 09, 2020, from 
https://www.kaggle.com/dansbecker/using-categorical-data-with-one-hot-encoding  



Figure 2.5 One-Hot-Encoding 3 
 

 
Figure 2.6 One-Hot-Encoding for RMAPI Dataset 

 
All 13 Columns except for 2 Unique ID, have all been transformed into binary vectors by One 
Hot Encoding. 
 
  
 
 
 
 
 
3.  EXPLORATORY ANALYSIS 
  
3.1 Data Visualization 
 

 
Figure 3.1: Pie Chart for Yearly Income of survey participants 

3 Reference 2. (Tutorial) Text ANALYTICS for Beginners using NLTK. (n.d.). Retrieved December 09, 2020, from 
https://www.datacamp.com/community/tutorials/text-analytics-beginners-nltk 



 
Figure 3.2: Pie Chart for Race distribution of survey participants 

 

 
Figure 3.3: Pie Chart for Gender distribution of survey participants 

 
Figure 3.1 plots the percentage distribution of yearly income for all participants. From the pie               
chart, it is clear that most of the participants are experiencing poverty. Nearly 50% of all                
participants are below or only slightly above the poverty line of New York state. At the same                 
time, only about 20% of the participants can make above-average income. People who are              
experiencing financial issues are more likely to respond to the survey. This is, for the sponsor, a                 
good sign, because it means that the survey is directed to the correct group.  
 



Figure 3.2 plots the percentage distribution of race for all participants. Roughly 80% of the               
people who answered the survey are from minority groups. Minority groups are more willing to               
answer the survey compared to other participants. Compared to white people, in the United              
States, minority groups are more likely to suffer poverty. This is another sign that shows RMAPI                
is receiving data from their targeted group. 
 
Figure 3.3 shows a significant imbalance concerning gender division among participants. 90% of             
the participants are female, only 10% are male. It is not clear why during this pandemic, females                 
are much more willing to respond to the survey compared to males. But this phenomenon should                
raise consideration of how accurate, on reflecting the real situation, the survey is. In Monroe               
County, the division between male and female is about 50 to 50. As a lot of information from the                   
male group is missing, the survey data collected could be highly biased. The survey collected               
might only be able to represent the female group but not the male group. As the project                 
progresses, the sponsor should take this critical information revealed from the data into             
consideration.  
 

 
  
3.2 Visualization Based on Area( zip code 14621 is used as an example) 
 

 
Figure 3.4: Top 7 zip code (# of participants) 

 
From Figure 3.4 we can see that 64 participants respond to the survey in area 14621, this is also 
the area that has the greatest number of participants. It will be used as an example to illustrate the 
visualization of the data in a specific zip code. 
 



 
Figure 3.5                                                              Figure 3.6 

 
Figure 3.7 Race/Ethnicity 

 

 
Figure 3.8 Yearly Income 



 
Figure 3.5-3.8 illustrated the statistics for general information in area 14621. In this area, the 
females are still dominated in number, 92% of the participants are female. This discovery further 
proved that the gender imbalance mentioned in 3.1 is a common phenomenon in Monroe County. 
At the same time, the participants in this area are suffering more from poverty compared to the 
participants in other areas. Only 5% of all participants could make an above-average income, 
while the rest 95% are either experiencing a harsh financial crisis or barely away from it. Most of 
the families have more than one child and this would increase their pressure during the pandemic 
and make the situation they are facing worse. Finally, coinciding with Monroe County as a 
whole, the participants in this area are mainly made of minority groups.  
 

 
Figure 3.9                                                                                   Figure 3.10 

 

 
                         Figure 3.11                                                          Figure 3.12 



Figure 3.9 -3.12 illustrates the frequency of keywords extracted from four open-ended features.              
Those keywords are generated from the implementation of Natural Language Processing           
(mentioned in section 2.4) upon open-ended features. From graphs above, it can be viewed that               
during the pandemic, people are concerned about and experiencing difficulties from many            
factors. During Covid-19, in 14621, people were mainly concerned about Financial support,            
Medical supply, Housing, and Food supply. For most of the participants engaged in this survey               
in this area, they do not have the option to work remotely. Covid-19 raised a serious dilemma -                  
take the risk and go to work or stay at home and have no income.  
 
4.  MODEL DEVELOPMENT 
  
4.1 TF-IDF 
But on the other hand, Some words appear frequently in various responses, and their importance               
is definitely not as important as those that appear frequently in a certain article. From a statistical                 
point of view, it is to give that Uncommon words are given a larger weight, while the weight of                   
common words is reduced. So here we would use TF-IDF, Term Frequency–Inverse Document             
Frequency, a commonly used weighting technique for information retrieval and data mining. It is              
often used to mine keywords in articles, and the algorithm is simple and efficient.  
 

TF-IDF has two meanings, one is "Term Frequency" (abbreviated as TF), and the other is               
"Inverse Document Frequency" (abbreviated as IDF). Below is a picture example of the word              
cloud generated based on TF-IDF model about Covid-19 

 



4.2 Model Building Process 
  
  
5. PERFORMANCE AND RESULTS 
 5.1 Performance 
 
For Zipcode and other open ended response prediction, We establish a supervised learning             
model, use Tidif to extract features from question sentences, and then use Bayesian model to               
classify text and zip code, build a classification model. By giving into the attribute info, the                
model can predict the zip codes and other open ended responses in case that they haven’t filled in                  
the columns during the survey. We do understand the accuracy now is 14.7% and still need to be                  
improved. 

 
  
5.2 Result Analysis 
  
Since we are facing lots of challenges during the data exploration: we may only have up to 560                  
rows of respondents information and for many of the questions: we receive lots of invalid               
responses. Such as Question 30, up to 184 people haven’t filled in anything, which is one third of                  
the whole group of respondents. We may try to improve the accuracy together with the model by                 
implementing the voice of Social Media: We may integrate with the information derived from              
social media (such as Facebook and twitter). Since we talked with the sponsor, acknowledging              
the answers towards questionnaires is really hard, doing this would definitely get access to more               
data.Also, setting up a website or interface that would help both the sponsor and other users in                 
deriving the result and visualized data directly. 
 
 

 
  
6.  CONCLUSION AND FUTURE WORK 
 



This paper and analysis employ the data from RMAPI’s ROCHESTER COMMUNITY 
FEEDBACK ON COVID-19 CRISIS, with the two main goals. The first goal is to analyze the 
frequently mentioned living necessities from the open-ended responses from the residents. The 
frequent feature will help the initiative to better understand the community in which supplies to 
be provided. The second goal is to make predictions based on the area, which will provide 
necessities that each area will most probably need from the trained model and past data. 
 
The first goal of using NLTK, the result from the frequency mining, provides the living 
necessities of each area with low noise, which does not contain repeated key features nor noise 
values such as “the” or “a”. This result is satisfying and useful for future analysis.  
 
Regarding the second goal, the prediction model can predict the features based on the Zip code. 
However, since the amount of data in the training process is not enough to create a high 
accuracy. As shown in figure 6.1, the current result in low precision has resulted from the lack of 
amount of data. With more data in the future surveys, combining with the current data, the 
accuracy will be exponentially improved.  
 

4 
Figure 6.1 

  
 
 
 
  
 
 

4 Mitsa, T. (2019, April 23). How Do You Know You Have Enough Training Data? Retrieved December 
15, 2020, from 
https://towardsdatascience.com/how-do-you-know-you-have-enough-training-data-ad9b1fd679ee 
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